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Dear wind energy PhD colleagues, 

 

With great pleasure I welcome you to the 7th PhD seminar of the European Academy for 
Wind Energy organized by DUWIND, the wind energy research institute of TU-Delft.  

This seminar is a success right from the 1st edition, and is unique: it is a seminar for and on 
behalf of PhD’s. As in the previous editions, the presentations, posters, discussions and 
mutual contacts are not controlled by senior researchers but by the PhD community itself. 
You can present your ideas, questions, progress and (preliminary) results to PhD-colleagues, 
instead of a severe peer-reviewing audience.  The previous seminars have shown that they 
contributed to convert all that you present and discuss here, to mature peer-reviewed 
publications. You can look for other PhD’s working in the same field to discuss topics in 
detail or explore cooperation. More than once we have seen that these contacts have led to 
PhD’s spending some months of their work at another institute or university. To facilitate this, 
the seminar gives enough room for personal contacts.  

This is the place to thank the DUWIND team of PhD’s that have organized this seminar: 
Pieter Gebraad, Giuseppe Tescione and Maxim Segeren. Together with DUWIND’s secretary 
Sylvia Willems, you have done this very enthusiastically and professionally. Many thanks! 

It is now up to you. I hope you will enjoy the seminar, and your stay in Delft.  

 

 

 On behalf of the board of the Academy,  
 Gijs van Kuik  
 Director of DUWIND   
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A study of the NACA 0012 blade using a parallel vortex method

Lene Eliassen†, Michael Muskulus∗
†Department of Mechanics and Structural Engineering and Material Science, University of Stavanger

Stavanger, Norway
∗ Department of Civil and Transport Engineering, Norwegian University of Science and Technology

Trondheim, Norway
E-mail: lene.eliassen@uis.no, michael.muskulus@ntnu.no

Keywords: Vortex panel method, Parallel computing, Wind
turbine aerodynamics, Potential Flow

1 INTRODUCTION

The most commonly used tool for aeroelastic modeling of
wind turbine blades is the beam element momentum (BEM)
method. It is based upon two-dimensional airfoil character-
istics, with corrections applied for some three-dimensional
effects. Important phenomena such as dynamic wake and
dynamic stall are implemented in BEM by way of semi-
empirical equations. The usual implementation of the BEM
method needs a few iterations to solve an implicit equation.
The method is quite fast, which is one of the main reasons
for its popularity [6].

For the aerodynamic loading of a wind turbine, it is not only
important to model the incoming wind correctly. For ac-
curate results also the wake behind the turbine needs to be
considered. The induced velocity due to the wake affects
the inflow velocity and the angle of attack distribution over
the rotor disk [9]. Although this is taken care of in BEM
by semi-empirical induction factors, a proper treatment of
the wake is needed to ensure that the aerodynamic loads are
correctly represented, especially in dynamic (transient) wind
fields or under yawed conditions.

In this paper a vortex method is applied to calculate aeroe-
lastic loads. This class of methods is seldom used for aero-
dynamic computations of wind turbines due to its relatively
high computational cost compared with the BEM method.
Its advantage is that the wake is included in the calculations
in a straightforward manner, allowing for more accurate re-
sults, in a wider range of situations. However, the basic vor-
tex method we have used, is based upon the assumption of
a potential flow (inviscid, irrotational and incompressible).
In reality the flow around the wind turbine is viscous, com-
pressible and rotational, and phenomena such as the bound-
ary layer, stall and tower shadow can not be modelled with
the basic method we have used. Extensions of the vortex
method exist that address these issues [1, 10], but these are
not considered here.

Up to now, vortex methods have mostly been used to inves-
tigate two dimensional flow fields and simple steady state

three dimensional cases, whereas full scale analyses of wind
turbines are rare due to their computational cost. The most
computationally demanding operation for the vortex method
is solving for the velocity field [4]. This calculation can
be done in parallel, which allows for shortening the time of
computation.

The purpose of the present study was to reduce the com-
putational time of the vortex code. In order to reduce the
computational cost we did a parallel implementation of our
panel vortex code on a general purpose graphics unit (GPU).

2 METHOD

2.1 Vortex Method
The vortex method assumes the flow around the airfoil and
the wake to be inviscid, irrotational and incompressible. A
velocity potential, Φ, that describes such a flow is assumed
to exist. The continuity equation for this flow is the Laplace
equation [4]:

∇
2
Φ = 0 (1)

The basic strategy of vortex methods is to build up a solu-
tion to Eq. (1) by superposition of simple basic solutions.
We have chosen the singular source, with strength σ , and
doublet elements, with strength µ , as building blocks to rep-
resent the potential flow in our panel method. These build-
ing blocks are often referred to as singular elements. The
solution can then be written as [4]:

Φ(x,y,z) =− 1
4π

∫
body + wake

[
µn ·∇

(
1
r

)
−σ

(
1
r

)]
dS

(2)

where n is the outward normal vector on the airfoil surface,
S is the boundary surface and r is the distance from the eval-
uated point to the singular elements. The surface of the air-
foil is divided into linear segments and the potential can be
integrated numerically as a finite sum. The wake is mod-
elled by discrete particles representing singular vorticity el-
ements. An example airfoil is shown in Figure 1.

Two boundary conditions are established in order to solve
for the source and doublet distributions in Eq. (2). The first
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Figure 1: An example airfoil and wake modeled with linear panel
segments of constant strength. Qualification points at
which the potential is evaluated are also shown.

is the boundary condition on the solid surface of the wing,
which states that there should be no flow across it. We have
used the Dirichlet boundary condition to fulfill this condi-
tion [4]:

∂Φ

∂n
= n ·Q∞, (3)

where n is the vector normal to the airfoil surface and the
wake, and Q∞ is the free stream velocity vector. This condi-
tion is required to be fulfilled at each so-called qualification
point, see Fig. 1.

The second boundary condition is related to the wake, and
is based on the Helmholtz law that implies that the total cir-
culation is constant and does not change in time. In our
approach we have used the classical two dimensional Kutta
condition to model this [4]:

γT.E. = 0, (4)

where γT.E. is the vorticity at the trailing edge.

Using Eq. (2) and the two boundary conditions (Eq. 3 and
Eq. 4), leads to a linear system of equations by which one
can establish the strengths of the doublets and sources. Here
we have chosen to require the linear panel elements to have
constant strengths, leading to a first-order panel method.
Several higher-order methods are available, but we chose
this simple approach due to its robustness and speed.

The strength of the singular elements defines the fluid flow,
and pressure loads can be established. The sources add
thickness to the surface, and are therefore not included in
the wake, which is modelled only by doublet elements. The
wake is modeled as a free developing wake, and is moving
parallel to the fluid flow. The position of the wake points is
updated at every time-step to ensure a continuous develop-
ment of the wake.

The vortex method implemented here is a two-dimensional
panel code, but can relatively easily be extended into a
full three-dimensional code. A detailed description of the
method is given by Katz and Plotkin [4].

2.2 Implementation
The method has been implemented both in MATLAB (The
Mathworks, Inc.), for rapid prototyping, and in C++. The
C++ version includes two different codepaths, one for using
the central processor unit (CPU) exclusively, and one for

Figure 2: The pressure distribution of the NACA 0012 airfoil at
an angle of attack of 5o; computed with both the panel
method and the Xfoil code[13]

using both the CPU and the GPU for asynchronous parallel
computations.

The GPU was originally developed for graphical applica-
tions, but has evolved into a programmable processor with
computing power exceeding that of the common multicore
CPUs [8]. It is easily programmed in a subset of C/C++
[5]. In this project a single workstation with an Intel Xeon
quad-core CPU (running at 2.39 GHz) and a NVIDIA Tesla
C2050 GPU (448 processor elements running at 1.15 Hz)
has been used.

The GPU was programmed with the latest CUDA Toolkit
(Version 4.0, NVIDIA Corporation), using the Thrust library
(Version 1.4.0) [3]. This library allows the user to rapidly
write codes that can run both with or without a GPU, and
thus removes the need for using different source code in
most places. The linear system was solved with the AT-
LAS BLAS/LAPACK library on the CPU [12], and with the
MAGMA library (Version 1.0) for the GPU [11]. The ve-
locity of the wake particles was calculated by brute-force,
considering all mutual interactions. This is not feasible for
larger simulations, but was used here for simplicity and to
study whether pursuing further improvements is promising.

3 APPLICATION

The NACA 0012 airfoil is used for the validation of the
code. The surface of the airfoil is divided into 160 panel ele-
ments. There was some numerical problems near the trailing
edge due to the blunt trailing edge of the airfoil. Two addi-
tional panel elements were added to correct for this.

3.1 Pressure Distribution
A stationary case was used for the first test. A wake panel
was placed far behind the trailing edge, and the wake was
assumed to have constant strength. This situation is very
similar to the method employed by the well-known airfoil

1A.01 4
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Figure 3: Lift coefficient loops for the pitch oscillation of a
NACA 0012 airfoil. Experimental data from Mc-
Croskey [7] and results from the panel vortex method
are compared.

design software Xfoil [13]. The pressure distribution on the
airfoil at an angle of attack of 5 degrees is shown in Figure 2.

This calculation does not require much time, but is used to
verify that the code is correct. The latter is implied by the
close match of the two pressure distributions.

3.2 Oscillating airfoil
In this example the airfoil is experiencing periodic pitch os-
cillations. The wing is given a reduced frequency of k =
ωc

2Q∞
= 0.1. The free-stream velocity is set to U∞ = 102m/s.

These values were chosen to fit experimental data from Mc-
Croskey et al. [7]. The variation of angle of attack was
prescribed as a sinusoidal motion, α(t) = 3o + 10o sinωt.
This is a relatively large pitching motion, and there might be
flow separation occurring, which the current vortex method
might not resolve well.

The experimental results [7] were extrapolated from a
printed graph and the curves in Figure 3 may suffer from
erroneous readings of the original graph.

During the simulations it was found that the results are sen-
sitive to the location of the first wake panel. Here it is placed
at a distance of 0.2 ·U ·δ t, based on recommendations given
by Katz and Plotkin [4].

4 RESULTS

The method was validated and agrees well with earlier re-
sults, both in the steady case and for the pitch oscillation.
However, the panel method used here does not account for
flow separation. The effect of flow separation is shown as a
slightly lower lift coefficient for larger angles of attack dur-
ing the pitch-down motion in Figure 3. However, this effect
can not be seen from the graph.

Figure 4: Computational times on the CPU for each time step

Figure 5: Computational times on the CPU + GPU for each time
step

The computational times are shown in Figure 4 for the CPU
implementation, and in Figure 5 for the mixed CPU+GPU
configuration.

For the CPU, both setting up the linear system and calculat-
ing the velocities of all particles needs time that increases
quadratically with the number of time steps. For the GPU,
setting up the linear system requires almost constant time,
which hints at that the GPU is not utilized fully. However,
solving the linear system does not contribute significantly to
the total running time.

Calculating the velocities is the major bottleneck for both
configurations. For the GPU+CPU configuration, the trend
is a slower increase in running time compared to the CPU.

In general, computing on the GPU requires a larger overhead
cost, and data transfers between GPU and CPU are slow.
Therefore the GPU code is expected to run slightly slower
than the CPU version for small numbers of time steps.

At about 1500 time steps, the computations on the
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GPU+CPU start being faster relative to the CPU configu-
ration. It is faster by a factor of two at 2000 time steps.

5 CONCLUSIONS AND DISCUSSION

We have implemented and validated a simple vortex panel
method. Using a GPU resulted in a reduction of the runtimes
for larger numbers of particles. This trend is expected to
continue. Due to the overhead in data transfer and device
control, the true power of the GPU will only be realized for
large numbers of particles. A large portion of computational
time will be spent idling, when used for smaller numbers.

As promising as these results are, the simple brute-force
method used is still too slow to be used for most practical
purposes. However, there exist a large number of algorithms
for approximating the long-range interactions between par-
ticles in an efficient way [2], and we plan to implement such
an improved scheme in the near future.

We believe that the computational time of the vortex method
can be significantly reduced by using parallel implemen-
tation schemes, and that a three-dimensional wind turbine
aeroelastic code based upon the vortex method is realistic in
the near future. There are other challenges to be addressed
as well, such as how to include viscosity and compressibility
effects into the simulations.
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1 INTRODUCTION 

From the historical point of view mechanical pitch 

mechanisms are one fundamental concept of modern pitch 

systems. In the 17
th

 century wind mills reduced the power 

input e.g. with the help of jalousie blades [1] and even in 

the 1980
th

 mechanical pitch systems were used in modern 

wind turbines like the Dutch LAGERWEY LW18 with 80 

kW rated power [2]. 

Within this paper the mechanical, mathematical and 

simulation model of a mechanical pitch system for small 

wind turbines (SWT) is presented. With the help of these 

models simulations for dimensioning the mechanical 

parameters of mechanical pitch systems can be obtained. 

Beside these simple models can be used for further 

education purposes. 

This topic also serves the authors to consolidate their 

knowledge in control engineering and lay the foundation 

for PhD projects in extreme load reduction with the help of 

passive pitch systems. 

It is also part of a current research project at the Reiner 

Lemoine Institute (RLI), which was established in Berlin/ 

Germany in 2010 by Prof. Jochen Twele to support the 

renewable energy transition with applied research 

activities. 

2 RELEVANCE OF MECHANICAL PITCH SYSTEMS  

SWT are more often working in parallel mains, 

demonstrated by market development in countries with 

special SWT feed in tariffs like Great Britain and Denmark 

within the last years [3], but they are also suitable for 

isolated operation, especially in lower power range 

characterised by weak grid stability. 

Unfortunately investment costs from € 2000,- to € 5000,- 

per kW nominal power are still high [4]. Therefore cost 

reducing design is essential, in some cases to be realised 

with simple mechanical solutions, e.g. for over speed 

protection. 

In isolated operation far away from transmission nets and 

maybe in structurally weak regions maintenance friendly 

and fail safe design is very important, therefore simple 

mechanical solutions are preferable for these conditions. 

But not all mechanical pitch systems guarantee an 

acceptable over speed protection, as explained in chapter 4 

using the example of the already mentioned SWT research 

project. Within this project the aero dynamical blade layout 

linked to the design of the mechanical pitch system is 

analysed. 

3 CURRENT SWT RESEARCH PROJECT AT RLI 

3.1 Objectives of the project 

The client, a Baltic wind turbine manufacturer wants to 

launch the pilot series of a 5kW SWT until end of 2011 

with the agenda of € 1000,- per kW rated power sales 

price. 

On one hand this agenda should be achieved with an 

innovative, permanent excited ring generator, on the other 

hand with simple mechanical and only few components. 

Consequently a passive downwind concept and mechanical 

pitch system is chosen. 

3.2 SWT specification 

The SWT is equipped with a rotor of 6m which defines a 

swept area specific rated power of 177 W/m
2

, so the SWT 

is applicable for weak wind conditions. 

The direct driven, speed variable ring generator is 

regulated by a full load converter and characterised by its 

400mm huge diameter that effects in a lightweight design. 

The SWT design is carried out for wind class II acc. IEC 

61400-2 (2006) [5], so the turbine can also be installed at 

shoreline sites. 
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4 INTRODUCTION TO THE ANALYSED MECHANICAL PITCH 

SYSTEMS  

4.1 Types of mechanical pitch systems 

Beside two wind fane, eclipse and tilting rotor mechanism 

[1], that turn vertically or horizontally after maximum rotor 

thrust is reached, two centrifugal forced mechanisms have 

been discussed within this project. Both mechanisms 

guarantee over speed protection also at low and medium 

wind speeds respectively rotor thrust, as the rotor 

accelerates at sudden grid loss so that the pitch mechanism 

is activated. This feature is very important for isolation 

operation, as grid stability is not guaranteed. As isolation 

operation is one of the clients focused markets, centrifugal 

pitch mechanism have been selected to be analysed more 

closely for the SWT project. 

These systems also fulfil the requirements acc. IEC 61400-

2 (2006) [5] regarding maximum rotor speed in case of 

grid/ energy supply failure, so the concept also stands out 

from several competitors’ concepts which are just 

equipped with generator short cut brake option. 

4.2 Functionality of both systems 

From Figure 1 and Figure 2 the basic principles of both 

centrifugal forced mechanisms can be derived. 

Both systems, characterised by different ways of guidance, 

are spring-loaded and return to the initial position rather 

pitch angle with decreasing rotor speed. 

  

Figure 1: Swivel-Pitch-System Figure 2: Pivot-Pitch-System 

The so called Swivel Pitch System is characterised by 

eccentrically mounted and edgewise swivelling rotor 

blades. This swivelling motion increases with rising 

rotation speed and is linked by guiding rods with the blade 

pitching motion (see Figure 1). 

The system is particularly suitable with downwind SWT, 

because of a stepless blade dipping in the lee side of the 

tower. Therefore vibrations caused by unsteady tower 

circulation are reduced. 

Equipped with a mechanical synchronisation all blades 

hold almost the same centre of gravity in each operation 

point, so there is nearly no mass imbalance. However there 

is a strong nonlinear relation between swivelling and 

pitching motion which causes a more challenging system 

layout. 

Referring to this issue the so called Pivot Pitch System is 

much easier to design as rotation speed and pitch angel are 

linearly related. As the concentrically aligned and guided 

blades just move radially, the system is more fragile to 

mass imbalance. At rotation speeds in the range of 200 to 

250 min
-1

 mass imbalances cause significant high 

differences in the centrifugal forces. Therefore a strong 

synchronisation mechanism is essential for this system. - 

Additionally an optimal cut in pitch angle can be 

implemented with an additional decreasing notch design 

and another spring-load. With this option a more cost 

effective blade design by continuous casting can be 

achieved. 

Both systems do not need additional masses to derive a 

pitching motion, as they are just forced by rotation speed. 

Due to less complexity and less parts needed the Pivot 

Pitch System was finally selected for this project. Within 

future research activities at RLI also the Swivel Pitch 

System will be analysed by simulation and experiments. 

5 MECHANICAL AND MATHEMATICAL MODEL OF THE 

PIVOT PITCH SYSTEM 

5.1 Basic assumptions of the mechanical model 

To understand the influence of the mechanical parameters 

on the dynamic behaviour of the system just a rigid model 

of the rotor is derived in the first step. So this model 

reduces the loads to forces and torques at the rotor and 

disregards the blade, drive train and tower deformations as 

well as grid feedback influences. 

As the SWT is characterised by a direct driven concept and 

the generator, integrating the drive train main bearings, is 

placed straight to the rotor, the influence of the drive train 

dynamic seems to be negligible compared to the blade and 

tower dynamic, which will be included in the second step 

mechanical model later on. 

5.2 The mechanical and mathematical model 

The mechanical model reduces the rotor to a plane 

transformation of a rigid blade (see Figure 3). 

This blade model is loaded by the accelerating aero 

dynamical torque MA, the rotor decelerating generator 

torque MG and the mass moment of inertia JB,xx, all part of 

the torque balance (1) with orientation acc. Germanischer 

Lloyd Guideline [6]. 

,B xx A G
J M Mϕ⋅ = −ɺɺ  (1) 
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Furthermore a rotation speed depending centrifugal force 

FC applies which outwards orientation, a spring force FS to 

relocate the blade at decreasing rotation speed and a 

damping force FD to prevent an up swinging dynamic 

behaviour in opposite direction to the centrifugal force. 

 

Figure 3: Mechanical blade model 

Together with the mass inertia these forces form the force 

balance (2) in z direction. 

,B xx c S D
m z F F F⋅ = − −ɺɺ  (2) 

The centrifugal force FC is calculated acc. equation (3) 

with the parameters rotor blade mass mB, angular velocity 

(below named rotation speed to put it simply) ω and the 

distance rB,CoG from blade centre of gravity to drive train 

axis. 

2

,
&

c B B CoG
F m r ϕ ϕ ω= ⋅ ⋅ ≡ɺ ɺ  (3) 

The spring is loaded with the pretension FS,0, which acts 

against the centrifugal force Fc and calculated acc. 

equation (4) to avoid radial translations below rated 

rotation speed ωr. 

,0

2

,

S c

B B CoG r

F F

m r ω

= −

= − ⋅ ⋅
 

(4) 

The pitching motion is forced by a pin mounted to the 

blade and guided by an ascending notch in the pitch 

bearing, which is mounted to the hub body. As the blade 

translation is depending on the rotation speed and starts not 

until the rated rotation speed is exceeded (because of the 

spring pretension) a continuously increasing reduction of 

the power input is achieved with the increasing pitch angle 

for increasing rotation speeds. 

As explained in chapter 4 and derivable from equations 

(2), (3) and (4) the power input reduction depends on the 

rotation speed. Therefore even at low and medium wind 

speeds the power input reduction is guaranteed. 

The damping force FD is defined just with the translation 

velocity zɺ  and the damping rate d. 

With the kinematic ratio izθ  of blade translation z and 

pitching motion θ acc. equation (5) … 

z
z i

θ
θ= ⋅  (5) 

… and equations (3) and (4) integrated in equation (2) the 

force balance results to equation (6): 

2

, ,0

,

1
( ...

... )

B B Cog S

B xx z

S z z

m r F
m i

k i d i

θ

θ θ

θ ϕ

θ θ

= ⋅ ⋅ ⋅ − −
⋅

− ⋅ ⋅ − ⋅ ⋅

ɺɺ ɺ

ɺ

 

(6) 

The rotor accelerating aero dynamical torque MA is 

calculated acc. stream tube theory (see e.g. [1]) and 

equation (7) with the air density ρ, the wind speed in front 

of the rotor plane v, the blade radius R and the torque 

coefficient cM, which is depending on the tip speed ratio λ 

and the active pitch angle θ . 

( )2 21
,

2
A M

M v R R cρ π λ θ= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅  
(7) 

To determine the torque coefficient cM the characteristic 

torque diagram has to be calculated. Within this project the 

RLI tool ABAUKAS is used for this job and in Figure 4 

the diagram is given. 

For the generator torque MG the operation range has to be 

considered. As the pitch behaviour is analysed, the 

generator torque at full load operation range (at wind 

speeds v exceeding rated wind speed) is calculated. For a 

centrifugal forced pitch system the generator torque is, in 

opposition to electrically or hydraulically operated pitch 

systems, not constant. Though the generator power is kept 

constant at rated power PG,r, the rotation speed has to 

change with the changing wind speeds between rated and 

maximum rotation speed ωr and ωmax to obtain a pitching 

motion. Therefore the generator torque MG has to be 

calculated acc. equation (8). 

( ) ,

,

( )

( ) ( )
G r

G r G G

P
P M

v

v v M v
ω

ω == ⋅ ⇔  
(8) 

After integrating equations (7) and (8) in the torque 

balance (1) the final torque balance is given with equation 

(9): 
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( ) ,

,

2 3

,

1 1
,

2 ( )

G r

B xx M

B xx

P
J v R c

J v
ϕ ρ λ θ

ω
⋅ = −⋅ ⋅ ⋅ ⋅ ⋅

 
 
 

ɺɺ  
(9) 

Force and torque balance (6) and (9) describe the system 

motion with the help of two nonlinear differential 

equations coupled by the kinematic ratio of translation and 

pitching motion. 

 

Figure 4: Characteristic torque diagram 

6 SIMULATION MODEL 

6.1 Structure pattern 

Each term of the coupled nonlinear differential equations 

(6) and (9) can be transferred in a block of a structure 

pattern as shown in Figure 5 (with the time integration 

added). The upper part of the pattern results out of the 

force balance (6), the lower part out of the torque balance 

(9) and the coupling is carried out by transferring the 

rotation speed. 

6.2 Transfer to a simulation model 

Once the structure pattern is achieved it can be transferred 

in a block diagram and the coupled nonlinear differential 

equations (6) and (9) can be solved in time domain e.g. 

with the software Matlab Simulink. 

 

Figure 5: Structure pattern (in Matlab Simulink) 

With the current simulation model just constant wind 

speeds act as input parameters, but also deterministic wind 

speeds acc. [5] like extreme operation gust will be used to 

analyse the behaviour. 

From the simulation the rotation speed ω  and pitch angle θ 

are gained. By varying the control parameters spring rate 

kS, damping rate d and kinematic ratio izθ the dynamic 

behaviour of the pitch system can be influenced and 

optimised. 

7 CONCLUSIONS 

The relevance and functionality of two centrifugal forced 

mechanical pitch systems are presented. For one system 

the mechanical, mathematical and simulation model is 

derived. 

The simple mechanical principal is profitable for 

commercial applications and its clear and simple models 

makes is useful for further education purposes e.g. to 

illustrate the relation between aerodynamics, drive train 

dynamics and control engineering. 

8 FORECAST 

After simulations also experimental analysis with the help 

of an 1:1 prototype of the pitch system will be carried out 

at RLI laboratories within the next month to validate the 

numerical results. Probably at the next PhD seminar the 

technical and economical achievements can be presented. 
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1 Introduction

Improving the aerodynamics of wind turbines is of
great importance for achieving a higher energy yield,
reducing their load level, and ultimately optimizing
their cost-effectiveness. The use of CFD can facili-
tate enormously this task. Reliable simulation models
are needed for that. Thoroughly validations with high-
quality measurements are therefore also indispensable.
Within this work the MEXICO-turbine is simulated
with the open source CFD software OpenFOAM. The
results are then compared and validated with measure-
ments. The scope is on one hand to asses the suitability
of this software for wind energy applications and on the
other hand to analyze in detail the flow characteristics
of the turbine.

2 The MEXICO and MexNEXT Projects

The MEXICO project stands for Model Experiments in
Controlled Conditions [1]. The measurement campaign
took place in December 2006 and involved the extensive
measuring of load and flow data from a 3 bladed wind
turbine placed in the LLF (Large Low-Speed Facility)
wind tunnel of DNW. This closed circuit wind tunnel is
located in the Netherlands, and has an open section of
9.5x9.5 m2. The wind turbine has a rotor diameter of
4.5 m. The blades are twisted and their design is based
on 3 different aerodynamic profiles (DU91-W2-250 in
the root region, RISO-A1-21 in the middle region and
NACA 64-418 in the tip region). The measurements
were carried out under different flow conditions, includ-
ing 2 different rotational speeds (324 rpm and 424 rpm),
several wind speeds (ranging from 10 to 30 m/s), sev-
eral pitch angles (from -5.3 deg to 1.7 deg) and several
yaw-inflow angles (from 0 deg to 45 deg). The measure-
ments include PIV flow data from upwind and down-
wind of the rotor, pressure distributions along 5 differ-
ent blade sections (obtained from Kulite pressure trans-
ducers), blade root loads (measured with strain gauges)
and tower bottom loads (measured with a weight bal-
ance). The IEA Task 29 MexNEXT started in June
2008 and finished in June 2011. The project had the
scope of analyzing in detail the available measurement
data from the MEXICO experiment and using them

for validating different numerical models. The gained
knowledge should allow to predict with a greater accu-
racy the wind turbine aerodynamics. 20 research in-
stitutes from 11 different countries participated in this
project [2] [3] [4] [5].

3 Used Software

The use of open source software is very attractive for
research purposes. On one hand, the license costs of
commercial software can be avoided. On the other
hand, open source software allows the user to analyze
and customize the code. For these reasons, this work
has been done with the finite-volume open source CFD
package OpenFOAM [6]. OpenFOAM consists of over
80 solvers for performing different kinds of fluid dy-
namics simulations and over 170 utilities for performing
pre- and postprocessing tasks. The mesh has been done
with the tool snappyHexMesh, which is also included in
the OpenFOAM package. The simulations are carried
out with the steady-state solver MRFSimpleFoam. The
post-processing has been performed with Paraview and
Octave.

4 Simulation Model

The mesh is an unstructured grid consisting of 32 mil-
lion cells (hexaedra and split hexaedra). The areas
where the greatest gradients are expected have been
accordingly refined. A good boundary layer resolution
is guaranteed with y+ smaller than 2 in the region of
the blades. Only the blades and the nacelle have been
modeled. Therefore, any tower and wind tunnel ef-
fects are in principle neglected. These assumptions are
however believed to be acceptable since the mentioned
effects are expected to play a minor role in the MEX-
ICO experiment [5]. The domain is cylindrical and its
length is 15 times the rotor diameter, while its diameter
is 8 times the rotor diameter. Dirichlet boundary con-
ditions are set for the wind speed in the inlet (u=10,
15 or 24 m/s) and for the pressure in the outlet (set
to atmospheric pressure). The wind turbine has non-
slip boundary conditions. The wind speed in the outlet
and the pressure in the inlet are set to Neumann condi-
tions (in this case zero gradient). MRFSimpleFoam, the
selected OpenFOAM solver, is a RANS solver able of
dealing with multiple systems of reference (inertial and
non-inertial for stationary and rotating parts respec-
tively). The Coriolis and centripetal forces are added
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to the momentum equations in the parts subjected to
rotation. In this way, it is possible to simulate a rotat-
ing system without a moving mesh, so the simulation
process is simplified and accelerated. The turbulence
model k-omega SST is used for the computations. The
simulations are run in parallel in a computer-cluster
of the University of Oldenburg. Using 540 processors
it takes about 4 hours to calculate 12000 time steps.
Successive simulations are run starting with a very low
rotational speed and increasing it slowly until the aimed
speed of 424 rpm is reached. This helps to make the
simulations more stable. Three different runs corre-
sponding to three different wind speeds are performed:
10, 15 and 24 m/s. The rotational speed is kept con-
stant at 424 rpm, the pitch angle is always -2.3 deg and
no yawed inflow is considered.

5 Results

The analysis of the results is based on the pressure dis-
tributions along the blade sections and on the PIV flow
measurements.

Figure 1: Pressure distribution along the blade for
u=10m/s

Fig. 1 presents the pressure distribution along 5 sec-
tions of the blades for 10 m/s wind speed. The red
dots represent the measurements and the blue ones in-
dicate the simulation results. The same is shown in
Fig. 2 and Fig. 3 for the wind speeds 15 and 24 m/s
respectively. As it can be seen, a good agreement be-
tween measurements and simulations exists in general
on the outer blade sections. However, the measure-
ments and the simulations mismatch completely in the
inner blade sections when the wind speed is low (10
and 15 m/s). In those cases, the measurements follow
a very strange pattern, which is believed to be unreal-
istic. It is therefore suspected that during those mea-
surements the pressure transducers had some kind of
instability which caused the striking results [3]. Thus
the mentioned distributions are not considered for the

Figure 2: Pressure distribution along the blade for
u=15m/s

Figure 3: Pressure distribution along the blade for u=24/s

validation. In general it can be stated that the sim-
ulations were able to predict satisfyingly the pressure
distributions along the blade. The use of a finer mesh
in the blade region, and specially modeling a thicker
boundary layer (which in the model consists of only 3
layers of very fine cells) could be helpful for improving
a bit the simulations. In the MEXICO-experiment the
transition between laminar and turbulent flow was trig-
gered on the blades with a zig-zag tape placed in the
spannwise direction at 5 percent chord. Since the sim-
ulations are run fully turbulent, this could be also one
reason for the light disagreement between experiments
and simulations. Tunnel or tower effects could play a
certain role.

Interestingly, for a wind speed of 24 m/s there is also a
noticeable mismatch between measurements and simu-
lations on the suction side of the outer blade regions.
Since the rotational speed is kept constant and the wind
speed is increased, the angle of attack also rises. This
could lead to a greater generation of vortexes in the
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blade tip region. In order to predict better this phe-
nomena a finer mesh in the blade tip area and a thicker
boundary layer is most probably required. This might
be the reason for the disagreement.

The wake of the wind turbine is analyzed with PIV mea-
surements. Fig. 4 and Fig. 5 show two axial traverses
of the wind speed corresponding respectively to a ra-
dial position r/R = 0.6 and r/R=0.82. In both pictures
the axial velocity is normalized with the inlet velocity
(y-axis). The axial position (x-axis) is normalized with
the rotor diameter.

Figure 4: Axial traverse of axial wind speed at r/R=0.6

Figure 5: Axial traverse of axial wind speed at r/R=0.82

As it can be seen, upwind of the wind turbine (nega-
tive axial position) the simulations can predict better
the flow than downwind of it. The traverse at 0.6 r/R
radial position presents in general a better agreement
with the simulations than the traverse at 0.8 r/R. The
wind speed in the near wake area is overestimated by
the simulations when the inlet wind speed is 10 m/s
or 15m/s. This is very disconcerting, since the sim-
ulated pressure distributions for those wind speeds fit

satisfyingly the measurements at the radial positions of
interest. At 24 m/s the simulations match much better
the PIV measurements in spite of having a greater dis-
agreement in the pressure distributions. No satisfying
explanation exists so far for this. One more interesting
characteristic of the PIV measurements is the ripples
that can be seen in Fig. 4 and Fig. 5 for 15 and 24
m/s. As explained above for the pressure distributions,
at high wind speeds the angle of attack is also bigger.
This implies a greater tendency of the flow to detach
and create vortexes, which are responsible for increased
fluctuations of the wind speed. To have these vortexes
in the blade tip region was already expected. It is en-
couraging to see that the simulations also present such
ripples for both wind speeds (Fig. 5). The striking
thing is to have these ripples also at the radial position
0.6 r/R (Fig. 4).

Figure 6: Radial traverse of the axial wind speed at the
axial position 0.76 m behind the rotor for the
wind speed 24 m/s

There seems to be also some kind of unexpected flow
separation at that region. The simulations are able to
predict it for 24 m/s but not for 15 m/s. In order to
analyze this issue in more detail, a radial traverse of the
axial wind speed is analyzed. The traverse is 0.85 m be-
hind the rotor and the inlet wind speed is 24 m/s. (Fig.
6). As it can be seen, at around the radial position 0.6
r/R, the wind speed drops suddenly. Unfortunately,
no wind speed measurements are available at the inner
region of the rotor. However, according to the simula-
tions the wind speed starts to recover again at around
0.53 r/R.

This critical region where the wind speed is reduced
drastically coincides with the transition between the
RISO-A1-21 and the NACA 64-418 profiles. This seems
to be the reason for the discussed flow separation. Using
the lambda-2 criterion for vortex core identification, a
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vortex in the region of interest (radial position 0.6 r/R)
can be clearly seen, as it is shown in Fig. 7. This
confirms the existence of the predicted vortex at the
transition area between the above mentioned profiles.

Figure 7: Identification of vortexes behind the rotor by
means of the Lambda2 criterion

6 Conclusions

Within the present work the open source CFD code
OpenFOAM has been validated against the MEXICO
measurement data-set. Pressure distributions and near
wake flow data have been used for the validation. In
both cases a reasonable agreement between measure-
ments and simulations exists. Furthermore the pres-
ence of a vortex at the radial position 0.6 r/R was sat-
isfyingly detected in the simulations (for an inlet wind
speed of 24 m/s). A finer mesh will be used in future
simulations for a better analysis of the flow conditions
over the rotor and on the near-wake area. Special at-
tention will be paid to flow separation phenomena and
3D effects.
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1 INTRODUCTION 

The blades are perhaps the most critical components of a 

wind turbine.  A catastrophic failure of one blade can lead 

to the whole turbine being destroyed and widespread 

damage to the turbine’s surroundings.  For this reason, full 

scale tests are performed on all new designs of turbine 

blade as part of the certification process to ensure that they 

are fit to survive the loading that they will encounter in 

service.  The most cost effective way of performing fatigue 

testing is resonant testing, which involves exciting the 

blade at its natural frequency using a moving mass 

attached to the blade.  The test loads are designed to cause 

the same amount of damage as the service life after around 

5 million cycles, and the tests are usually performed in the 

flapwise and edgewise directions separately.  However, 

performing the tests separately means that interactions 

between the two loadings that occur in service are not 

represented in the fatigue test. Dual axis forced 

displacement fatigue testing (in which the loads are applied 

by hydraulic cylinders attached to fixed structures) has 

been performed for many years [1], but this test method 

results in a linear bending moment distribution which is 

also not representative of what occurs in service.  When 

using resonant testing it is possible to optimize the bending 

moment distribution along the length of the blade by 

adding static masses.   

Narec (the National renewable energy centre for the UK) 

has funded this research to better understand a novel 

method of dual axis resonant fatigue testing that they have 

developed. 

2 METHOD 

In order to ascertain whether dual axis resonant testing 

represents an improvement over single axis resonant 

testing, it is first necessary to understand the damage that is 

done to the blade in service.  It is then possible to compare 

how well single axis and dual axis resonant tests compare 

to the damage caused by the service life.  Figure 1 shows 

the process that was used. 

 

Figure 1: Analysis flowchart 
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2.1 Design loads 

The design standards specify the load cases for which 

fatigue analysis must be performed [2].  These load cases 

were analysed using the wind turbine simulation software 

‘Bladed’ developed by Garrad Hassan.  The turbine for 

which the analysis was performed was a 2MW offshore 

turbine that is supplied with Bladed as a demonstration 

model.  The blade is 38.75m long and has sectional 

properties (mass/unit length, flapwise bending stiffness, 

edgewise bending stiffness etc.) defined at 10 points along 

its length.  Using this software, time histories of the 

flapwise and edgewise bending moments at each blade 

cross section for each of the load cases specified in the 

design standards were generated. 

2.2 Strain analysis 

The aerofoil used on the 2MW turbine model was an LS1.  

Coordinate data was obtained for this aerofoil [3] and used, 

along with the data for the chord, thickness and location of 

the centre of mass (which was assumed to be coincident 

with the elastic centre) given in the GH Bladed model to 

generate a series of 36 equally spaced points around each 

of the 10 blade sections as shown in Figure 2.  

 

Figure 2: Strain calculation 

By looking at strain instead of stress it was possible to 

perform the analysis without knowledge of the blades 

layup.  Only the longitudinal strain was of interest as there 

is very little fatigue data available for shear and combined 

stresses.  A sensitivity analysis showed that the inclusion 

of strains due to the axial loads had little effect and as it 

was a source of uncertainty (because the axial stiffness is 

not known) it was decided that it should be neglected. 

A strain time history at a point can then be easily generated 

from the flap and edge bending moment time histories 

using equation (1).  The parameters are defined in Figure 

2. 

�� =
���
��� +

�
�
��
  

(1) 

2.3 Fatigue analysis 

The fatigue analysis method used to look at damage on the 

blade is widely used in the wind industry.  First, the strain 

time history is rainflow counted.  The algorithm used was 

that developed by Downing and Socie [4].  This allows 

variable amplitude load time history to be analysed as a 

series of constant amplitude cycles, defined by their range, 

mean and frequency of occurrence (as each cycle occurs 

only once in a one hour simulation the frequency of 

occurrence was calculated from the wind speed 

distribution). 

Miner’s rule states that the damage done by a series of 

constant amplitude cycles is equal to the number of times 

the cycle occurs divided the number of cycles that it would 

take to fail the material [5].  The damage sum is the sum of 

the damage for all of the cycles that occur. 

� =
 �
� 

(2) 

The number of cycles to failure was calculated using a 

Goodman diagram for a blade material for which much 

data is available (material DD16 from the DOE/MSU 

database [6]).  This material is predominantly composed of 

+/-45° layers and as such is representative of materials 

used for the shells of blades.  With N known the damage 

caused by each cycle can then be calculated.  The damage 

sum for each of the 36 points around the blade was 

recorded for all 41 load cases. 

2.4 Test design 

Once the damage caused by the service life was known, 

flapwise and edgewise test loads which caused the same 

amount of damage as the service life on the edgewise and 

flapwise neutral axes were calculated.  5 million flapwise 

cycles were assumed, with the number of edgewise cycles 

calculated from the ratio of the edgewise and flapwise 

natural frequencies.  By calculating the test loads for each 

of the 10 blade cross sections it was possible to develop a 

target bending moment distribution for the flapwise and 

edgewise directions. 

If a dual axis test is to evaluate the blade better than single 

axis tests then it will be necessary to obtain the correct 

bending moment distribution along the blade length in both 

the flap and edge directions simultaneously.  The test loads 

can only be exactly right at one point along the blade 

length; the rest of the blade will be under or over tested by 

varying degrees depending on the bending moment 

distribution.  Furthermore, any static masses and excitation 

equipment used to tune the mode shape in the flap 

direction will also affect the edge direction.  In order to 

optimise the test set up so that the loads are as close as 

possible to the desired value along the whole length of the 

blade, an optimisation routine was conceived.  This 

consisted of a 1-D beam finite element model of the blade 
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programmed in MATLAB coupled to a genetic algorithm, 

also programmed in MATLAB.   

The damped steady state response of the blade to harmonic 

loading can be predicted using modal superposition.  The 

method used was based on that defined in Rao [7].  1-D 

beam elements were used to minimise computation time, 

and also because no data other than bending stiffness and 

mass distribution is available for the blade.  The mass of 

the excitation equipment is calculated as the sum of the 

static mass (the mounting equipment and static parts of the 

excitation equipment) and the dynamic mass (the 

excitation mass and the moving parts of the excitation 

equipment).  The Eigenvalues and Eigenvectors can easily 

be found in MATLAB once the stiffness and mass matrices 

are known, and this information can be used to find the 

steady state response using modal superposition.   

The amplitude of the excitation force is found using 

equation (3) 

� = ��(2��)� (3) 

where M is the dynamic mass, A is the amplitude of its 

motion and f is the excitation frequency of the system, 

found from the system Eigenvalues.  The compact resonant 

mass (CRM) excitation system as used at Narec operates at 

the resonant frequency of the blade, and the response is 

adjusted by changing the amplitude of the motion of the 

mass, so this assumption is correct.  The air resistance is 

more complex; it lags the force from the excitation 

equipment by approximately 180° and is almost sinusoidal 

so it can be represented in the force vector as a harmonic 

force. 

However, because the peak velocity of a point on the blade 

is calculated from its amplitude (which in turn is calculated 

using the force vector) there is a case of a circular 

reference.   

The drag force is calculated at each node with equation (4) 

� = 1
2�����

� 
(4) 

 

where ρ is the density of air, A is the area around the node, 

Cd is the drag coefficient and v is the velocity of the node, 

calculated from the amplitude of motion and the frequency 

of the oscillations.  Clearly, a larger drag force will result 

in smaller oscillations, which will in turn result in a smaller 

drag force, meaning larger oscillations and so on.  In order 

to find the steady state response, the drag force was 

calculated using the scaled mode shape of the first natural 

frequency.  The response was then calculated using this 

drag force, and the difference between the scaled mode 

shape and the achieved response was calculated.  A scaling 

factor that gives a difference between the scaled mode 

shape and the calculated response of 0 was then obtained 

using a bisection search.  It was found that in order to get 

good agreement between data for full scale blade tests 

obtained from Narec and the model very high drag 

coefficients were required.  A flat plate in steady flow 

might have a drag coefficient of 2; in order to get 

agreement with the physical data a drag coefficient of 4.5 

is necessary.  Computational fluid dynamics work 

performed at Narec has shown that drag forces experienced 

by the blade due to the more complex flow result in an 

effective drag coefficient of this order.   

The code can be used to calculate the difference between 

the desired bending moment distribution in the flap and 

edge directions and that which is achieved with a given test 

setup; this value can be used as a fitness criteria for a 

genetic algorithm.  The algorithm used was developed in 

MATLAB using the method defined in [8]. 

The finite element code also checks if the inertial forces 

that the excitation equipment experiences exceed the 

capabilities of the equipment, and returns a very low 

fitness score if this is the case.   

Once a test set up has been found it is analysed more 

thoroughly using a transient 3-D beam finite element 

model of the blade.  This allows the effects of coupling 

between the flapwise and edgewise modes due to the twist 

of the blade, and nonlinear effects such as air resistance to 

be properly accounted for. 

3 RESULTS AND DISCUSSION 

The results of the test optimisation process are shown in 

Figure 3. 

 

Figure 3: Bending moment optimisation results 
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It is harder to match the edgewise distribution to the target 

because the edgewise fatigue comes mainly from the self 

weight of the blade, meaning that its bending moment 

distribution would be most closely matched by a blade 

with no equipment mounted on it. This is impossible in 

practice. 

It is obvious from Figure 3 that the bending moment 

distribution obtained if only one axis is being optimised is 

better than that for dual axis, but the results show that the 

effect is not too pronounced.   

 

 

 

Figure 4: Damage sums at root, transition and tip sections 

Figure 4 compares the Miner damage sums due to the 

service life, a dual axis test and single axis tests.  It is clear 

that near the root where the blade is thicker dual axis 

testing is far more representative of the service life than 

single axis tests.  However, closer to the tip the fact that 

the dual axis test loads cannot be optimised as well as the 

single axis loads becomes apparent as dual axis testing is 

overtesting the blade.  The dual axis test that the 

optimisation routine generated would take 60% as long as 

the single axis tests so it is a significantly quicker method. 

4 CONCLUSIONS 

It has been shown that the interactions between the 

edgewise and flapwise bending moments in service result 

in the blade being damaged in areas that are not properly 

tested by single axis fatigue testing.  If the load levels are 

correct in both axes at a given point on the blade then dual 

axis testing represents a considerable improvement over 

single axis testing.  However, because any attempt to 

optimise the flapwise bending moment distribution effects 

the edgewise bending moment distribution it is harder to 

set up a dual axis test that matches the target loads along 

the length of the blade.  Using the optimisation method 

described in this paper allows the load distribution to be 

tuned in both axes, although the distribution obtained if 

only one axis is optimised is still better.  It was also found 

that whether the test was dual or single axis, pitching the 

blade so that the mean loads were tensile on the pressure 

side towards the trailing edge was beneficial. 

Dual axis is also a much quicker test method; on the blade 

that this analysis has been performed on it takes around 

60% of the time that single axis tests would take. 

The results show that dual axis can definitely give 

manufacturers more confidence that a blade will survive its 

service life, and therefore can contribute to a reduction in 

the weight of blades. 
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1 INTRODUCTION 
Increasing dimensions of wind energy converters and their 
support structures lead to a significant increase of 
dimensions and masses of steel components in recent 
years. Powerful installations, equipment and devices for 
moving, cutting, forming and welding are needed for an 
efficient and timely manufacturing. Joining components 
with high plate thicknesses up to 100 mm leads to a 
bottleneck in the manufacturing process chain. 

Regarding the design for steel structures under varying 
loads, fatigue cracking may be one reason for failure. The 
locally concentrated heat input during welding causes 
changes in material, geometry and stress distribution. 
Welded joints therefore belong to fatigue critical details of 
support structures. Connections, which are carried out with 
newly developed procedures, therefore must fulfill the 
normative regulations in terms of ultimate and fatigue 
strength. This paper addresses the development of welding 
technique in connection with numerical simulation. 

2 HIGH-PERFORMANCE WELDING PROCEDURES 
In particular, submerged arc welding (SAW) is very well 
suited for joining components with large cross sections as 
well as for producing long welds and therefore is widely 
used in heavy structural and shipbuilding industries. As an 
alternative, beam welding with laser, plasma or electron 
beams show the so called deep-weld effect, which is 
essential for joining thick plates within fewer welding 
passes and with higher welding velocities.  

Compared to arc welding procedures components with the 
same plate thicknesses can be welded with fewer passes 
which results in 

• high welding velocities, 
• lower energy input per length, 
• minor distortions, and 

• small heat-affected zones. 

But there are some disadvantages as well. Because of the 
small diameter of the beam, these techniques are very 
prone to developing weld gaps. That is why the welding 
preparation has to be precise for high-quality welds. In 
addition, the low energy input and high welding velocities 
result in a fast cool down and this in turn causes a hardness 
increase which mainly influences the mechanical qualities 
of the weld. 

A notable characteristic of beam welding techniques for 
joining thick plates is the deep-weld effect. This effect 
stands for a concentration of welding energy on a small 
area, resulting in a high heat flow density. Above a heat 
flow density q of about 104 J/mm², a capillary tube, also 
called keyhole, is formed over the thickness of the 
component as shown in Figure 1. 

 
(1) kinetic energy resulting in the collision between beam and 

component is converted into heat  
 material melts and partly evaporates 

(2) high vapour pressure in the melt 
 material is displaced to the sides, causing a deeper 

penetration of the beam 
(3) persistent capillary tube (key hole), surrounded by melted 

material 
(4) finished solidification 

 welded seam, drilled hole or cutting line 
Figure 1: Generation of the deep-weld effect [1] 

The use of a beam energy source in combination with a 
second electric arc energy source has attracted remarkable 
attention since the early nineties of the last century. Widely 
used in practical application is laser welding technology in 
combination with conventional gas metal arc welding like 
MAG or MIG. Hybrid welding techniques try to combine 
the advantages of both, beam and arc welding techniques, 
to yield better gap bridging ability, add hot (molten) 
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material to the process, and provide for higher efficiency 
and slower cooling rates. Both techniques operate in one 
molten pool. For practical application, plate thicknesses up 
to 15 mm (pipelines) are possible but usually do not 
exceed 8-10 mm. In research and development up to 25 
mm are tried. However, within this thickness range, the 
connection is affine to developing hot cracks in the centre 
of the solidifying molten pool; hence, the process is subject 
of ongoing current research [2][3][4]. 

As part of the research project OPTIWELD funded by the 
German Federal Ministry for the Environment, Nature 
Conservation and Nuclear Safety, for the first time a 
combination of plasma beam and submerged arc welding 
processes is being investigated with the goals of making 
reliable and fast welding possible. 

At the beginning of the project, a prototype with a 
combination of plasma key hole and single wire 
submerged arc welding was installed at project partner 
Kjellberg Finsterwalde Schweißtechnik, see also Figure 2. 
The fundamental idea for this new welding procedure is 
based on the patent EP 1570 939 A1 
‘Unterpulverschweißen’ [5]. 

 
Figure 2: Prototype of Plasma and SAW 

First of all, tests were carried out for gathering more 
information about the interaction between plasma key hole 
and submerged arc welding and for finding the best 
arrangement of both techniques. The best results provide 
configuration with the plasma key hole welding first 
followed by submerged arc welding. At the moment square 
butt welds of plates with thicknesses of 10 up to 15 mm 
with 1 mm gap can be welded reliably. To reach higher 
plate thicknesses, modifications of the welding torch and 
power source of the plasma key hole process are necessary. 

Figure 3 shows a summary of the intended improvement 
by reducing the needed weld preparation and weld passes 
for a plate thickness of 30 mm. If this welding sequence 
can be reached by the new procedure,the welding time will 

be reduced significantly to only a sixth of the originally 
needed time.  

 
Figure 3: Comparison of weld form, welding sequence and 

number of passes 

3 INITIAL SITUATION - SUBMERGED ARC WELDING 
First step to verify the new developed hybrid welding 
procedure is to define a reference as a base for comparison. 
For the manufacturing of wind turbine towers this is 
submerged arc welding. This procedure is tailor made for 
long welds with large seam cross sections. Protected from 
the atmosphere by the flux, the processes in the weld pool 
are stable and high variations in welding current, voltage 
and speed are possible. The variety of applications can be 
increased by the usage of multi-wire techniques.  

For the commonly used wire diameters of 3 to 5 mm the 
current lies in a range of 300 and 1200 A and  the voltage 
lies between 25 and 40 V. When using multi-wire 
techniques, melting deposition rates from about 15 kg/h 
and welding speeds of 30 till 120 cm/min can be reached. 
For example, 20 mm thick plates with a DY weld 
preparation can be welded with an averaged welding speed 
of 60 cm/min, a current of 450 to 600 A and voltage of 27 
to 32 V within 6 runs [6, 7, 8]. 

Finally, following requirements for newly developed 
welding procedures can be summarized 

• Minimizing the number of weld layers and reduction of 
the weld seam cross-section and production time, 

• High quality providing for a high fatigue resistance 
(hardness, ductility, geometry), 

• Lower energy input per length for decreasing welding 
distortions, 

• Because of the reachable cutting tolerances good gap 
bridging ability is necessary,  

• Easy integration into production processes of large 
components. 
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In cooperation with the German tower manufacturer SIAG 
Tube & Tower GmbH, submerged arc welding tests under 
real manufacturing conditions on plates with 20, 30 and 
40 mm thicknesses were arranged. Welding parameters 
like current, voltage and welding velocity were 
documented. In addition, temperatures and strains at 
varying distances from the weld seam were captured 
punctually during the welding process. Figure 4 shows the 
test setup and the arrangement of measurement equipment. 
In Figure 5 welding preparation and the welding sequence 
for the tests with 20 mm plate thicknesses are presented. 

 
Figure 4: Test setup with measurement equipment 

 
Figure 5: Weld preparation of Detail A and welding sequence, 

t = 20 mm 

Today numerical simulations are a powerful tool and 
integral part of the everyday engineers’ work to optimize 
the design of structures. This development is also true for 
production processes like metal forming and casting 
technologies. Also the simulation of welding gains more 
and more importance with increasing processing power of 
computers. This is a complex and comprehensive field of 
investigation and research. According to Radaj [9] 
simulation of welding can be divided into three parts: 
process, microstructural and structural simulation. The 
results of these sub-simulations depend on each other and 
interact to solve the global problem. Initial point of the 
simulation is the process simulation to get the temperature 
field as input for the microstructural and structural 
simulation. 

Moreover these simulations offer a closer look on welding 
residual stresses and distortions over the whole component. 
Especially, welding residual stresses are important for the 
fatigue resistance of the connection and can be input 
parameter for the fatigue assessment by local approaches, 
for example for the notch strain approach. The calculated 
welding distortions can be used to optimize welding 
sequences and heating. In the end, costs for straightening 
operations can be reduced. 

A numerical model of the welded samples has been 
implemented. To reduce computing time for this nonlinear, 
transient analysis and for symmetry reasons, the problem 
was reduced to a half model. This will only be possible, if 
the arrangement of weld layers is symmetrical as well. 
This is true for the plates with 20 mm thickness. Material 
properties, convection and radiation as well are defined 
temperature dependent. Furthermore the welding process is 
replaced by the commonly used double ellipsoid heat 
source according to Goldak [10]. This model offers a wide 
range of modification to validate the simulation results 
with the measured temperatures. The 3rd, 5th and 6th passes 
were tandem wire passes. Therefore two equivalent heat 
sources were arranged, one for each weld wire and welding 
process. The input parameters for the heat source model 
are based on the weld parameters and weld pool 
dimensions. As first assumptions of the dimensions of the 
weld end crater were used. Each welding pass is simulated. 
The continuous closing of the gap is considered by the 
element death and birth functionality.  

 
Figure 6: Assumptions for FE-Model in the ANSYS® program 

system 

In Figure 7 the temperatures of the welding test and the 
numerical results at distances of 15, 30 and 45 mm from 
the weld are shown. The numerical results show high 
similarity to the measured temperatures after some 
modifications of the weld pool dimensions and can be used 
for the microstructural and structural simulation.  

As a first conclusion it can be said that the computing time 
of 3D welding simulations are very time-consuming and 
the modification needs a lot of experience to get satisfying 
results. The structural analyses take much longer than the 
temperature field simulations. For practical application and 
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for large structures, alternative solutions have to be 
considered. For first investigations one possibility could be 
to regard a cross-sectional 2D model. 

 
Figure 7 Temperatures at different distances to the weld in 

comparison to the simulated temperatures  

4 CONCLUSIONS 
The increasing demand of large components in the steel 
working industry, especially the offshore industry, shows 
the need for high performance and faster welding 
techniques. This is also true for the herein described tower 
manufacturing where plate thicknesses increase with 
increasing wind turbine height and power output. At first, 
the requirements for newly developed welding procedures 
have been emphasized on by using the example of wind 
tower production. Until now the performance of the newly 
installed hybrid welding is reliable for plate thicknesses up 
to 15 mm. For further improvements, modifications of the 
welding power source and the welding torch of the plasma 
key hole welding are necessary. Besides, more 
investigations are planned to avoid welding defects like 
cracks or welding pores reliably. 

Furthermore welding tests at the tower manufacturer define 
the base for comparison. Out of these components 
(500 x 700 mm) welding samples (500 x 70 mm) were 
made for further ultimate and fatigue limit testing. 

Parallel to this, a numerical finite element model has been 
developed. By the means of the measured temperatures 
during the welding tests, the simulation can be validated. 
The next step is to use the results of the temperature field 
as input for the calculation of structure mechanics to get a 
closer look on residual stresses, which are important for 
the fatigue resistance, and distortions, which are important 
for the modification of production processes. 
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1 ABSTRACT 

A theoretical and computational framework is presented 

for analyzing the small-amplitude free vibrational response 

of composite laminated strips subject to large in-plane 

forces. Nonlinear Green-Lagrange strains are incorporated 

in the governing equations assuming a Kelvin viscoelastic 

solid. A novel beam finite element is developed capable of 

yielding new nonlinear stiffness and damping matrices of 

the structure. The beam finite element is capable of 

predicting the damped free-vibration response and the 

modal characteristics of an in-plane deflected composite 

strip. Numerical results quantify the geometric nonlinear 

effect of compressive in-plane loads and the variation of 

modal damping and natural frequencies of composite strips 

during buckling and postbuckling response. Experimental 

measurements of a cross-ply Glass/Epoxy beam subject to 

buckling were conducted and correlated with the finite 

element predictions. 

2 INTRODUCTION 

Composite materials and laminates are extensively used in 

applications involving large initial stresses and extreme 

buckling loading cases such as new pressurized composite 

fuselage structures and long wind-turbine rotor blades 

exceeding 60m. Understanding and predicting the effect of 

complex nonlinear stiffness and damping structural 

behavior of composite laminates subject to compressive 

loads are important steps for improving the vibrational and 

aeroelastic response of many composite structures. 

There are various analytical models and experimental 

works in the area of damping mechanics of composite 

materials and laminates [1-4]. Saravanos et al. developed a 

finite element for the prediction of the damped response of 

tubular laminated composite beams [5]. Lesieutre and 

Kosmatka [6-8] presented analytical solutions based on 

classical laminate theory, including effects of membrane 

loads on the damping of prestressed beams. Kosmatka [9] 

studied the vibration response of a geometrically-imperfect 

post-buckled Carbon/Epoxy beam and examined the effect 

of compressive load on the natural frequency and modal 

damping during beam transition from the pre- to post-

buckling region. Recently, Chortis et al. [10] reported a 

damping mechanics beam finite element model for the 

prediction of nonlinear damping of laminated composite 

strips under large in-plane tension loads, assuming a 

Kelvin viscoelastic solid model.   

The main objective of the present paper is the 

characterization of stiffness and damping parameters, both 

analytically and experimentally, of laminated strips under 

in-plane compressive loads. The kinematic assumptions 

include Green-Lagrange nonlinear strains and the first 

order shear deformation theory (FSDT), assuming a Kelvin 

viscoelastic solid. A new damped beam finite element is 

developed, capable of providing the effective and the 

tangential (linearized) matrices of the structure and 

predicting the natural frequencies and modal damping 

values of the composite structure subject to small-

amplitude free-vibration. Numerical results evaluate the 

contribution of first and second order nonlinear terms on 

the modal characteristics of composite plate-strips under 

in-plane compressive loads. To that direction, experiments 

are conducted on a Glass/Epoxy [02/902]s cross-ply 

composite beam and excellent correlations with the 

predicted results both for the natural frequencies and the 

modal loss factors are presented. 

3 DAMPING MECHANICS FRAMEWORK 

The impact of nonlinear effects are predicted through a 

multi-scale model, first in the beam section level, with 

proper calculation of stiffness and damping terms, and 

finally into the structural stiffness and damping matrices of  

the system. A plate-beam or strip with arbitrary lamination 

is considered (Fig. 1a). The beam is assumed to be neither 

curved nor pre-twisted. 

3.1 Section Kinematics 

We assume first order shear section deformation, which 

admits extension along x -axis, bending in z  direction and 
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shear in x  and z  directions, with kinematic assumptions 

of the following form [5]: 

0
( , , ) ( , ) ( , )

x
u x z t u x t z x t 

 

0
( , , ) ( , )w x z t w x t  

(1) 

where: u , w  are the displacement components of the 

section and 
x

  is the bending rotation angle; superscript 0  

indicates mid-section and the comma in the subscripts 

indicates differentiation.  

 

Figure 1: Laminated composite strip-beam element: (a) cross-

section module; (b) finite element and nodal degrees of freedom. 

In order to capture the effect of initial in-plane loads, we 

consider a nonlinear Green-Lagrange normal strain 

component. The shear strain acting on the cross-section is 

assumed to remain linear. 

2

, , , ,

1

2
,

x x x xz z x
u w u w    

 

(2) 

where, ε  are the engineering strains. Combining Eqs. (1) 

and (2), the detailed normal and shear strains of the section 

are expressed as follows:  

2
0 0

,

1
( , ) ( ) ( ) ( )

2
x x x x

x z x w x zk x   
 

0

,( , )
xz x xx z w  

 

(3) 

3.2 Equations of Motion 

The equations of motion of the beam are described by the 

following variational form: 

0 0

d δ d d δTd δ d 0

L L

A A

x H z x z


      
T

u τ
 (4) 

where: H  and T  are the strain and kinetic energy; τ  are 

surface tractions on the free surface  ; A  is the cross-

sectional area covered by material and L  is the length of 

the beam. 

The strain energy variation of the section 
sec

δH
 
is 

represented by the integral over the cross-sectional area as 

follows: 

sec
δ δ d

h

H b z 
T

c c
ε σ

 (5) 

where 
c
ε  and 

c
σ

 
are the off-axis strains and stresses of a 

rotated composite ply, respectively; c  indicates off-axis 

ply and b  is the width of the section. 

A strain based Kelvin viscoelastic constitutive model was 

considered, next. Thus, the ply stresses are related to the 

strain in the form: 

    
c cs c cd c

σ Q ε Q ε
 (6) 

where, 
cs

Q
 
and 

cd
Q  are off-axis stiffness and damping 

matrices of the composite ply. This is a simple viscoelastic 

model in the time domain, which predicted modal damping 

reasonably well. 

Substituting Eq. (6) into Eq. (5), the final expression for 

the strain energy variation over the cross-sectional area is: 

     sec
δ δ d δ δ

s ds

h

H b z H H   
T

c cs c cd c
ε Q ε Q ε

 (7) 

where, δ
s

H and δ
ds

H  are the expressions for the strain and 

dissipated energy variation of the beam cross-section, 

respectively.   

3.3 Section Stiffness and Damping Terms 

Replacing the normal and shear strain expressions 

provided by Eqs. (3), in Eq. (5), integrating over the 

laminate thickness and assuming negligible transverse 

normal and shear laminate stresses 
y

N , 
xy

N , 
yz

N
 
and 

transverse and shear moments 
y

M , 
xy

M
 
along the 

coordinate axes 
xyz

O , the stored and the dissipated strain 

energy in the section take the following general form: 

0 1 2

δ δ δ δ
s s s s

H H H H  
 

0 1 2

δ δ δ δ
ds ds ds ds

H H H H  
 

(8) 

where the subscripts s , ds  indicate the cross-section 

strain and dissipated energy terms, respectively, containing 

linear, nonlinear first and second order components. 

4 DAMPED BEAM FINITE ELEMENT 

A three-dimensional shear beam finite element was 

developed for the nonlinear quasi-static damped dynamic 

analysis of composite beams encompassing the 

aforementioned nonlinear mechanics (Fig. 1b). The 

element has 3 DOFs at each node (indicated with 

superscript i ), and approximates the generalized 

displacements by 
0

c  continuous shape functions ( )
i

N x , 
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1

( ), ( ), ( ) ( ) , ,
n

o o i i oi oi i

x x

i

u x w x x N x u w 


  (9) 

where, n  is the number of element nodes. 

By applying the previous kinematic assumptions into the 

equations of motion, the equilibrium u(t)  is provided by 

the following equation, 

         = + + -Ψ u,t M u C u K u F t
 (10) 

 

4.1 Small amplitude vibration 

For vibrating beams subject to a large static in-plane stress, 

we specialize their motion to the case of a perturbation 

vibration around a nonlinear static equilibrium point 
s

u , 

such that    s
u t = u + u t , where overbar indicates 

perturbation quantities. In this case, the equilibrium takes 

the form, 

        

  

=    

 




s s
Ψ u,t M u C u K u F

u F(t)
K u

u

 (11) 

We observe that since 
s

u  is a point of static equilibrium, 

the imbalance force vector between the internal forces 

and externally applied mechanical loads is 

    
s s s

Ψ K u F 0  and the term      
 K K u u  

is the tangential or linearized stiffness of the structure at 

the point of static equilibrium. Hence, Eq. (11) takes the 

final form which describes the small vibration of the beam. 

           Ψ u,t M u(t) C u(t) K u(t) F(t) 0
 

(12) 

 

4.2 Modal damping 

Eq. (12) may be solved either directly to yield the complex 

eigenvalues of the system or by using an energy approach 

for the calculation of structural damping. In the present 

paper we use the second method, where the numerical 

solution of the undamped system provides the undamped 

modal frequencies and the relative mode shapes of the 

beam structure. The modal loss factor is calculated as the 

following ratio of the respective dissipated to the 

maximum stored modal energy in the structure: 

  

  2

m

m







T

m m

T

m m

U C u U

U K u U
 (13) 

Where 
m


 
and mU  are the undamped modal frequency 

and displacement vector, respectively. 

4 NUMERICAL RESULTS 

The developed beam finite element was evaluated both 

numerically and experimentally through a series of 

validation cases for a composite [02/902]s Glass/Epoxy 

cross-ply specimen [10]. The finite element code was 

formulated using the displacement control method and the 

Newton-Raphson iterative technique. Regarding the 

experimental procedure (Fig. 2), the beam was attached on 

a hydraulic uniaxial testing machine MEYES 100KN with 

both ends being clamped by hydraulic wedge grips; one 

remaining immovable while an in-plane displacement was 

applied to the other end at a rate of 0.01mm/min and 

during the load application, vibration analysis tests were 

performed for various in-plane buckling loads. 

 

Figure 2: Experimental Setup 

The dynamic tests were performed using two different 

excitation methods; in the first, an impact hammer was 

used to excite the first bending mode of the beam and the 

response was measured via a PZT-5 piezoceramic plate, 

adhered on the beam surface near the clamped edge, (Fig. 

2), whereas in the second method, the response was 

measured via a miniature accelerometer attached at the 

midspan of the beam. 

In Fig. 3 the variation of the first bending frequency for 

various increasing compressive displacement values is 

shown. Because of a geometric imperfection observed in 

the tested beam, a transverse force 
z

F  was considered at 

the midspan of the beam. For the case of 1.0
z

F    the 

finite element code follows the experimental response for 

various values of applied in-plane displacement. Especially 

the use of the PZT-5 piezoceramic plate as sensor seems to 

outperform in comparison with the accelerometer. 

The capabilities of the beam element are better illustrated 

in Fig. 4, where the first modal loss factor of the composite 

beam for an increasing in-plane displacement is presented. 
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Figure 3: Predicted and measured first bending natural frequency 
under compressive load. 
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Figure 4: Predicted and measured first bending modal loss factor 

under compressive load. 

In the prebuckling region the beam gradually loses its 

stiffness and consequently the modal damping follows an 

increasing path. At the critical buckling load the damping 

reaches its maximum value and thereafter it follows a 

decreasing path as the beam repossess its stiffness in the 

postbuckling region. The predicted results are in excellent 

agreement with the experimental measurements using 

either a PZT-5 piezoceramic sensor or an accelerometer.    

5 CONCLUSIONS 

A theoretical framework was presented to predict the 

dynamic response of composite beams subject to in-plane 

buckling loading. The following major conclusions can be 

summarized from the obtained numerical results: 

1. There is a strong influence of stress stiffening effects on 

the natural frequencies and modal damping values of 

composite beams subject to in-plane compressive loading. 

2. The excellent correlation between predicted and 

experimental results gives credence to the developed finite 

element. The beam transition from the pre- to the post-

buckling response could be detected by monitoring the 

modal characteristics values. 
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Quasi-simultaneous interaction method for solving boundary layer
flows in primary and characteristic variables
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1 INTRODUCTION

The growth in size of wind turbines and their blades requires
more accurate prediction methods for the determination of
aerodynamic loads. Current methods for predicting aerody-
namic loads on wind turbine blades use engineering mod-
els and a steady approach of the flow field like e.g. BEM
(Blade-Element Momentum) methods and XFOIL [1, 2].
On the other hand, carrying out a full Navier-Stokes simula-
tion of the flow field (e.g. RANS) can give higher accuracy
of the prediction, but it consumes too much computational
time to be a practical design tool.

The goal of ROTORFLOW of ECN, is to create a wind tur-
bine rotor aerodynamics simulation code that requires little
user expertise and computational effort, but can compute in
detail the unsteady aerodynamic characteristics of rotor air-
foils. The simulation of separated flows will be feasible. It
will be a combination of a panel method flow solver for the
unsteady, incompressible, inviscid external flow and an in-
tegral boundary layer solver for the unsteady, viscous flow
near the blade surface using a finite volume approach [3].
The flow field is split into an inviscid and a viscous region,
see Figure 1. The strong interaction between these two flow
regions in separated flows will be accounted for by a quasi-
simultaneous viscous-inviscid interaction method [4]. The
interaction method ensures the exchange between the inte-
gral boundary layer variables of the viscous flow and the
inviscid flow variables. This method has extensively been
applied in aircraft applications (e.g. [5]), but is hardly used
in the design of wind turbine blades.

This paper will focus on the quasi-simultaneous interaction
method.

��������������������������������
��������������������������������
��������������������������������
��������������������������������

��������������������������������
��������������������������������
��������������������������������
��������������������������������q∞

inviscid region

inviscid region

viscous region

Figure 1: Domain decomposition into a viscous and invis-
cid region. Interaction takes place at the dashed line.q∞
represents the inflow field.

The viscous region of Figure 1 is modeled as a boundary
layer through the use of integral boundary layer equations.
The primary variables of interest are the velocity vetor at the
edge of the boundary layer (~ue), the displacement thickness
(δ ∗), momentum thickness (θ ) and the shape factor (H).

The numerical approach for the simulations of the boundary
layer will be based on a finite volume approach. Therefore, a
set of equations in partial differential form is required either
in primary or characteristic variables. The interaction law
equation from the quasi-simultaneous interaction method is
substituted in the integral boundary layer equations obtain-
ing a set of partial differential equations.

This paper focusses on the application of the strong quasi-
simultaneous interaction method. We will show that the sim-
ulations performed with primary and characteristic variables
in the sets of equations yield the same results.

2 VISCOUS-I NVISCID I NTERACTION M ETHODS

The philosophy of viscous-inviscid interaction methods is
that it exchanges the velocity vector and the boundary layer
displacement thickness - modeled via a transpiration veloc-
ity - between the inviscid and viscous region until a match-
ing solution between the two regions is obtained.

The phenomenon of interaction can be described as:

P =

{

~ue = E[δ ∗]

~ue = B[δ ∗]
, (1)

with E andB the set of external flow and integral boundary
layer equations respectively.

In Figure 2 the relations betweenue andδ ∗ for the viscous
(E) and inviscid(B) flow are drawn schematically where for
convenience the inviscid flow relation is supposed to be lin-
ear. The aim of any viscous-inviscid interaction method is
to ensure a connection between the solution of the flow do-
mains. This is achieved ifE has a slope that is steep enough
to have an intersection with the curve ofB.

Several types of interaction methods have been developed.

The most straightforward method is the direct method. In
this method, the viscous and inviscid regions are calculated
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ue

δ ∗

E, inviscid flow

B, boundary layer

umin

attached separated

Figure 2: Schematic representation of the relation between
ue andδ ∗ for B andE.

subsequently:

Pdirect =

{

~u(n)
e = E[δ ∗(n−1)]

δ ∗(n) = B−1[~u(n)
e ]

, (2)

wheren is the iteration number. This method works well for
attached flows where the effect of the boundary layer on the
external flow is small. However, at the point of separation a
singularity occurs andB−1 cannot be determined. This is the
well-known Goldstein singularity. This can also be learned
from Figure 2 as for not everyue a correspondingδ ∗ can be
found in the boundary layer model. Figure 2 shows that the
minimum of theB-curve is at the point of separation.

Solving the boundary layer equations with a known dis-
placement thickness instead of a known velocity is an in-
verse method:

Pinverse =

{

δ ∗(n) = E−1[~u(n−1)
e ]

~u(n)
e = B[δ ∗(n)]

. (3)

Catherall and Mangler first proposed this method and this
method is able to calculate separated flows. The conver-
gence of the interaction scheme is slow, however.

The direct and inverse method assume a hierarchy between
the flow regimes and are so-called weak interaction meth-
ods. Avoiding this hierarchy can be achieved by solving the
viscous and inviscid flow simultaneously:

Psimultaneous =

{

~u(n)
e −E[δ ∗(n)] = 0

~u(n)
e −B[δ ∗(n)] = 0

. (4)

This is a robust method and calculates separated flow well.
The XFOIL code of Drela is based on this idea [1]. How-
ever, a drawback of this method is that the equations for
both flows are modeled in one system of equations, reduc-
ing the flexibility in flow modeling and increasing software
complexity.

Veldman [6] combined the advantages of the direct and si-
multaneous method in the quasi-simultaneous interaction

scheme, see Figure 3. This method solves the viscous flow
region together with anapproximation (indicated withI) of
the external flow and subsequently solves the inviscid flow:

Pquasi−simultaneous =

{

~u(n)
e = E[δ ∗(n−1)]

~u(n)
e − I[δ ∗(n)] = B[δ ∗(n)]− I[δ ∗(n−1)]

(5)
whereI is the approximation of the external flow which is
called interaction-law. The interaction-law is formulated
such that it has no influence on the converged solution: when
δ ∗(n) = δ ∗(n−1), I cancels from equation (5). In Figure 3
the interaction-law is sketched together with the inviscid and
boundary layer relations. The interaction-law is formulated
such that it always has an intersection withB even in cases
whereE might not intersect.

ue

δ ∗

E, inviscid flow

B, boundary layer

I, interaction law

umin

attached separated

Figure 3: Schematic representation of the relation between
ue andδ ∗ for B, E andI.

In the past, several interaction-laws have been applied. The
interaction-law applied in this work is based on the 3D
quasi-simultaneous interaction-law formulation of Bijleveld
and Veldman [4].

3 INTERACTION -LAW

In the quasi-simultaneous interaction method, the
interaction-law I is applied. The interaction-law is a
simplification of the external flow in such a way that only
the essentials of the inviscid flow are taken into account.
The resulting strong interaction method closely resembles a
direct method, with the advantage that separated flow can
be calculated. For the formulation of the interaction-law
equation, only the local influence of the external flow on the
boundary layer is taken into account. This results in a very
simple algebraic expression for the interaction-law:

I : ~ue = ~f (δ ∗,E), (6)

The right-hand side contains information ofδ ∗ and the
external flow. For three-dimensional applications the
interaction-law equation (6) is, [4]:

{

I3D,ue : ue − cxqeδx = RHSx

I3D,ve : ve − cyqeδy = RHSy
(7)
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The transpiration velocities,(qeδx) and(qeδy), appear in the
formulation of the inviscid flow. The coefficientscx andcy

are defined as:

cx = −
∆y

π∆x2 ln

∣

∣

∣

∣

∣

(
√

∆x2 + ∆y2+ ∆x)2

(
√

∆x2 + ∆y2−∆x)2

∣

∣

∣

∣

∣

(8)

cy = −
∆x

π∆y2 ln

∣

∣

∣

∣

∣

(
√

∆x2 + ∆y2+ ∆y)2

(
√

∆x2 + ∆y2−∆y)2

∣

∣

∣

∣

∣

. (9)

with ∆x, ∆y the local mesh width.

4 IMPLEMENTATION OF INTERACTION -LAW

In this section we will formulate the three-dimensional
boundary layer model that is used in the simulations. At
the end of the section we show how the set of equations in
characteristic variables is obtained.

In the 3D turbulent boundary layer model three integral
boundary-layer equations are employed together with suit-
able closure relations. The two integral momentum equa-
tions are in an orthogonal Cartesian coordinate system:

∂
∂x

(θxxq2
e)+

∂
∂y

(θxyq2
e) = −qeδ ∗

x
∂ue

∂x
−qeδ ∗

y
∂ue

∂y
+ τwx

(10)
∂
∂x

(θyxq2
e)+

∂
∂y

(θyyq2
e) = −qeδ ∗

x
∂ve

∂x
−qeδ ∗

y
∂ve

∂y
+ τwy.

(11)
The entrainment equation reads:

∂
∂x

(ueδ −qeδ ∗
x )+

∂
∂y

(veδ −qeδ ∗
y ) = qeCE , (12)

with δ the boundary-layer thickness,δ ∗ the boundary layer
displacement thickness,θxx, θxy, θyx andθyy the x- andy-
momentum thicknesses,τ the skin-friction andCE the en-
trainment coefficient.

The closure model used is from Mager [7] and Houwink [8].

4.1 Substitution of interaction-law equation
The interaction-law equation is substituted in the boundary
layer equations. This is done by first expanding the deriva-
tives of the boundary layer equations and then substitute for
the terms with derivatives of the velocity the derivative of the
interaction-law equation. In this way the set of equations re-
mains a set of first order partial differential equations. This
is needed in order to rewrite them in characteristic variables.
An advantage is that the number of equations to be solved is
reduced from 5 to 3 for 3D applications.

The resulting set of equations can now be written as:

[P]
∂φ
∂x

+[Q]
∂φ
∂y

= {R} (13)

with {φ} = {θ ,H, tanβ}, the vector of unknowns and[P],
[Q] matrices with the expanded terms.

4.2 Characteristic variables
A system in characteristic variables is a decoupled system
of ordinary differential equations. These equations can be
solved separately in their corresponding characteristic direc-
tion which are obtained via the eigenvectors of the system.
The eigenvalues need to be determined and from that a trans-
formation matrixS is constructed containing the eigenvec-
tors. The transformation that we apply is:

Sψ = φ , S
∂ψ
∂x

=
∂φ
∂x

;

(

∂S
∂x

= 0

)

. (14)

with ψ the vector of characteristic variables. By multiplying
the system with[P]−1, applying the transformation of equa-
tion (14) and subsequently multiplying with[S]−1 we can
write equation (13) as:

[P]
∂φ
∂ t

+[Q]
∂φ
∂x

= {R} ⇒

∂ψ
∂ t

+[Λ]
∂ψ
∂x

= [S]−1[P]−1{R}, [Λ] = [S]−1[P]−1[Q][S]

(15)

and [Λ] a diagonal matrix containing the eigenvalues. The
equations are decoupled. As the systems with primary and
characteristic variables are analytically equal, simulations
with both sets should yield equal results.

Characteristic directions give an indication of the direc-
tions of information in the boundary layer flow. For two-
dimensional boundary layer flow these are always upstream
in the interaction method [2]. For three-dimensional flows
over dented plates this is not the case due to the 3D geome-
try.

5 RESULTS

Simulations with the system of equations in primary and
characteristic variables have been performed. The geome-
tries used are a flat and a dented plate, see Figure 4.
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Figure 4: Geometry of dented plate with dent depth 1% of
plate length.

The simulations have been performed on an equidistant grid
with ∆x = 1/120,∆y = 1/20 andRe = 11.5 ·106.

In Figure 5 and 6 the converged results of the boundary layer
displacement thickness in streamwise direction and the skin-
friction for a boundary layer flow over a flat plate are shown
at y = 0.5. Figures 7 and 8 show the same variables for the
simulation over the dented plate.
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Figure 5: Momentum thicknessθss aty = 0.5 on a flat plate.
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Figure 6: Skin friction aty = 0.5 on a flat plate.

For both flat and dented plates, the results of simulations
with both sets of equations yield the same converged results.
For a flat plate the results are identical. For dented plates
small differences are observed which diminish for simula-
tions on finer grids. The differences are probably due to the
different numerical approaches.

6 CONCLUSION

The quasi-simultaneous interaction method has been applied
to three-dimensional boundary layer flows over a flat and
dented plate. It can be concluded that the use of primary and
characteristic variables converge to the same result for all
cases investigated. This proves that the quasi-simultaneous
interaction method is suitable for application on finite vol-
ume discretizations.
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1 INTRODUCTION

This research aims to design high-Reynolds airfoils, for
large Vertical Axis Wind Turbines (VAWTs). Back in the
eighties, Sandia National Laboratories did research on large
VAWTs. The airfoils used were mostly symmetric NACA 4-
digit (NACA00XX) and SNLA2150 airfoils, or very closely
related [1],[2]. With the coming of new simulation tech-
niques, the design of airfoils for VAWTs has been under in-
vestigation more recently [3],[4]. However, this is limited
to small-scale VAWTs operating in low Reynolds numbers.
This paper attempts to explain the procedure used to come
up with airfoil designs which are optimal for use in future
large-scale VAWT applications.

2 AIRFOIL OPTIMIZATION

In order to identify which geometrical airfoil properties have
an effect on the VAWT performance, a generic airfoil op-
timizer is used. The optimizer creates random airfoils by
means of a number of shape functions. After evaluation of
the cost function, the optimizer creates a new generation of
airfoils cross-breeded from the best performing airfoils in
the previous generation. It is unpractical to run a full VAWT
simulation for every airfoil, so it is useful to determine pos-
sible airfoil performance characteristics representing their
suitability in VAWT applications. A number of potential
cost function parameters are given in table 1.

The most important parameter given in table 1 is the steep-
ness of the lift slope dCL

dα
. As explained in [5], the power

of a VAWT is generated through vorticity shedding. Conse-
quently, the shed vorticity is the main contribution to the
induction in the wake. An airfoil with a steeper CL − α

curve will generate more shed vorticity when subjected to
the same range of angles of attack, and thus it will produce
more power. On the other hand, the stronger shed vorticity
will cause a stronger induction, and thus lower the local flow
velocity at the rotor, reducing the local angles of attack. In
order to take this effect into account, the experienced range
of angles of attack should be included within the optimiza-
tion loop. This is done using the output data from a set of
2D inviscid vortex simulations.

Table 1: Optimization parameters affecting VAWT power
Parameter Cost function relevance

T hickness Thick airfoils are easier to manufacture
CD Low drag
Cm Negative aerodynamic moment counteracts the

torque
dCL
dα

Steeper lift slope results in more shed vorticity
for the same chord

3 2D VAWT SIMULATION APPROACH

In order to have an expression for the performance of a 2D
VAWT, a combination is made of an inviscid free-wake vor-
tex model and viscous 2D airfoil data. As mentioned before,
the wake of a VAWT is created by the shedding of vorticity
from the blade. This happens as a consequence of the chang-
ing circulation around the airfoil in the course of a rotation.
When two different airfoils are considered with the same lift
slope, they will create the same amount of shed vorticity
when they are exposed to the same angles of attack in the
course of a rotation. With the same shed vorticity, the wake
can be assumed to also be the same, which justifies the as-
sumption that the experienced angles of attack are also the
same. Neglecting viscous effects inside the wake, we can
now calculate the VAWT performance with viscous airfoil
data. The restriction here is that for the assessment of a new
airfoil the angles of attack are used of an inviscid simulation
of which the (inviscid) lift slope matches the (viscous) lift
slope of the assessed airfoil.

3.1 Inviscid Simulations
The inviscid lift slope of NACA00XX airfoils has a very
linear behavior with respect to airfoil thickness, as can be
seen in figure 1. Figure 1 shows the amount of increase of
the lift coefficient CL matching an increase of one degree of
the angle of attack α in the linear part of the CL −α curve
for symmetric NACA 4-digit airfoils with thicknesses from
3% up to 35%.

Within the optimization, it is now a simple effort to de-
termine the viscous lift slope of an airfoil, and from there
choose a simulation featuring a NACA00XX airfoil which
has a matching inviscid dCL

dα
. It is possible to simply inter-

polate the angles of attack at specific azimuth angles from
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Figure 1: Lift slope dCL
dα

for airfoils of changing thickness (from
NACA0003 till NACA0035) obtained with XFoil

the different NACA00XX simulations when the dCL
dα

is not
an exact match.
Consider for example the case where we want to investi-
gate the performance of a NACA0020 airfoil. Assuming
the airfoil is operating around a Reynolds Number of 20
milion, the viscous dCL

dα
can be found from the red (dot-

ted) line in figure 1, i.e. dCL
dα

= 0.116. When checking
this value on the blue (inviscid) line, we find that the vis-
cous NACA0020 would have the same wake structure as an
inviscid NACA0007 airfoil. Using the ranges of angles of
attack obtained from interpolation between the NACA0006
and NACA0010 simulations in combination with viscous
NACA0020 airfoil data, we can calculate the performance
of the VAWT with NACA0020 airfoil sections. Similarly,
we can apply the same procedure for any imaginable airfoil
shape, as long as we can calculate the viscous polars for it.

3.2 Viscous performance calculation
Using the (interpolated) range of angles of attack, it is a
straightforward task to use viscous airfoil data in order to ob-
tain the blade loading at every instance of the rotation. Inte-
grating the tangential force components multiplied with the
rotational velocity gives the power produced by the VAWT.

3.3 Optimization challenges
With the viscous-inviscid combination, it is possible to in-
clude the power (or a representing factor thereof) within the
cycle of an airfoil optimization without having to include a
full-scale simulation of the VAWT operation. It is a more
elaborate approach than simply optimizing for the lift slope,
but this way the increasing induction associated with an in-
crease of the dCL

dα
is taken into account.

Including the Pitching Moment
Running the optimizer using the power of the VAWT means
that the aerodynamic moment on the blades is also included.
A negative pitching moment coefficient as it occurs in most
applications has a negative effect on the rotor torque. This
drives the optimizer to designs featuring reflex camber near
the trailing edge, in order to create a positive pitching mo-

ment coefficient. One of these shapes is shown in blue in
figure 2. They are not only difficult to manufacture, the oc-
currence of strong aerodynamic pitching moments is gener-
ally also not advised from structural point of view.
Excluding the Pitching Moment
When leaving out the contribution to power from the aero-
dynamic pitching moment, the optimizer works towards air-
foils with high negative pitching moments, manifested by
very thin and strongly cambered trailing edge sections. At
the same time the thickness remains reasonably large, and
is located close to the leading edge. An example of the thin
trailing edge airfoils is shown in red figure 2.

Figure 2: Resulting airfoils from the optimizer (including and
excluding the pitching moment from the power calcu-
lation and minimizing the pitching moment in the opti-
mization

Minimizing the Pitching Moment
The presence of an aerodynamic pitching moment, either
positive or negative, is generally undesired from structural
point of view. Also in order to overcome the low manufac-
turability of the newly created airfoils, it is chosen to op-
timize for a (absolute) pitching moment as low as possible.
This results in airfoils which still have a high thickness close
to the leading edge, combined with a very small amount of
negative (reflex) camber near the trailing edge to overcome
the positive moment coefficient contribution of the overall
positive camber. The resulting airfoil is shown in black in
figure 2.

4 CONCLUSIONS

The use of a viscous-inviscid combination to determine the
performance of large scale VAWTs is suitable to be incorpo-
rated in a generic airfoil optimization procedure. Studying
the outcome of the optimizations with different cost func-
tions provides insight in the airfoil features that influence
the performance of the VAWT.
A large thickness, especially close to the nose, has a bene-
ficial effect on the VAWT performance, also adding to the
manufacturability of large scale blades.
A positive pitching moment coefficient can provide an in-
crease of the rotor torque. This positive moment can be
achieved by adding reflex camber near the trailing edge.
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INTRODUCTION

Wind turbines operate in a dynamic, stochastic environment
where instantaneous wind speeds and directions impinging
on the rotor are difficult to predict, and affect power capture
on a continuous basis. Generally, control of the wind tur-
bine utilises feedback from disturbances already acting on
the system.

With the continued development of cheaper, more accurate,
distance wind measuring systems such as LIDAR (LIght De-
tection And Ranging), the possibility of including these in-
struments to improve wind turbine control has arisen. Har-
ris, Hand and Wright [1] looked particularly at control of
generator torque and blade pitch using this additional infor-
mation, whilst project UpWind looked primarily at collec-
tive pitch control [2].

Conversely, yaw control can be used to achieve greater en-
ergy capture below rated speed by reducing the effective an-
gle between the turbine rotor normal and the incoming wind.

It is proposed that using more accurate directional informa-
tion e.g. from LIDAR, more active yaw control could result
in higher energy capture.

ENERGY LOST UNDER CONVENTIONAL CONTROL
SCHEMES

Due to their long averaging times the poor accuracy of wind
vanes, conventional wind turbines do not accurately track
wind direction. Figure1 shows the measured yaw error at a
site in Denmark using a hub-mounted LIDAR, after [3]. It is
the cosine of this yaw error that reveals the velocity compo-
nent passing through the rotor, which, cubed, estimates the
proportion of power which is extractable.

Even assuming no steady-state error, there is considerable
fluctuation about the mean over various time-scales. It is
these transverse gusts that a more active control scheme
would try to capture.

MODELLING

GL GH Bladed was used to generate runs of 3 dimensional
turbulent wind. As a first approximation, these wind runs

Figure 1: Yaw error from a hub-mounted LIDAR [3]

are assumed to be static (i.e. unaffected by the action of
the wind turbine), and the comparison of the power passing
through a rotor placed statically in this wind field, versus
one moving to achieve the highest power extraction at each
time step, provides the total envelope for improvement.

Constraints upon how much of an improvement can be
achieved include the ability of the actuators to turn the na-
celle and rotor to face the wind in the desired time, and the
accuracy of information about the incoming wind field re-
ceived by the controller. For a gross estimate, information
is assumed to be perfect, and reasonable assumptions about
the efficiency of the yaw motors, nacelle inertia, and rotor
gyroscopic forces are made.

IMPROVED YAW CONTROL

Utilising this model, a control strategy is proposed that opti-
mises the relationship between increased energy capture and
loss to yaw actuator activation. An estimate of the increased
energy output is provided.

CONCLUSIONS

Additional energy capture can be achieved by utilising a
faster yaw controller in turbines with improved wind direc-
tional information. However, this must be weighed against
the parasitic loss of driving the yaw motors.

REFERENCES
[1] M. Harris, M.Hand and A.Wright. Lidar for Turbine
Control. Technical Report NREL/TP-500-39154, 2006.

[2] D. Schlipf. LIDAR assisted collective pitch control.
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INTRODUCTION

A model is developed in Simulink for a small,  variable 
speed, stall regulated vertical axis wind turbine (VAWT) 
and controller, based on an initial design from a paper 
published in 2010 [1]. The effectiveness of the controller is 
explored by analysing the impact of various wind models, 
adjusting the level and structure of turbulence. The 
controller design is adapted and improved to incorporate 
the turbine’s dynamic behaviour,  with particular attention 
to drive train loading. 

1. ANALYSING THE EXISTING CONTROLLER

The below-rated performance of the controller is evaluated 
for the Maximum Power Point Tracking regime, as 
outlined in the original work by Ahmed & Ran [1]. The 
behaviour is also investigated in the above rated, constant 
power stalling regime, considering the impact on the drive 
train of mechanical torque transients due to turbulent 
winds. Closed-loop stability analysis is carried out, and 
implications of the adaptive control method are discussed.

In this initial analysis, turbine dynamics used in the model 
are simplified to ignore rotor modes. The controller design 
is adjusted to take into consideration drive train modes and 
minimise the extent of structural stresses on the modelled 
wind turbine system.

2. IMPROVING THE DESIGN

Extending the VAWT model
The aerodynamic model previously used, based on a 
second order polynomial Cp-λ curve fit up to Cpmax, is not 
considered accurate for a vertical axis turbine. Alternative 
system models are investigated and discussed, although it 
is recognised that an accurate description of any specific 
vertical axis machine would merit extensive further work. 

Implementing an Improved Controller
The Soft Stall Controller proposed is tested and improved, 
by the incorporating the modelled system dynamics. 
Another (feed-forward) controller is then implemented, 
and comparisons drawn. This work highlights some of the 
technical issues presented by variable speed stall regulated 
wind turbines, and strategies to overcome these.

CONCLUSION

For reasons presented, variable speed stall regulated wind 
turbines have not been developed commercially. However 
if they do emerge, machines will be small scale (a few kW) 
to minimise financial risk.  Controller designs investigated 
here are likely to be relevant to future small wind systems.

REFERENCES

[1] A Ahmed & Li Ran; New Constant Electrical Power 
Soft-Stalling Control for Small-Scale VAWTs; IEEE Trans 
on Energy Conversion, Vol 25, No. 4, Dec 2010
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INTRODUCTION

The problem of robust control of a wind turbine is consid-
ered in this work. A set of H∞ controllers are designed based
on a 2 degrees of freedom linearized model of a wind tur-
bine. An extended Kalman filter is used to estimate effective
wind speed and the estimated wind speed is used to find the
operating point of the wind turbine. The resulting controller
is applied on a full complexity simulation model and simu-
lations are performed for stochastic wind speed according to
relevant IEC standard.

MODELING

In this work we have set up two models. A simulation model
and a set of control design models. FAST [?] is used as our
simulation model and a set of linearized models of the non-
linear dynamical system equations of a wind turbine with
two degrees of freedom is used as the design models.

CONTROL

The most basic control objective of a wind turbine is to max-
imize captured power and prolong life time of the wind tur-
bine. The second objective is achieved by minimizing the
fatigue loads. Generally maximizing power capture is con-
sidered in the partial load and minimizing fatigue loads is
mainly considered above rated. As we are operating in the
full load region in this work, we have considered the sec-
ond objective. In order to avoid high frequency activity of
the actuators, we have put high pass filter on control signals
to punish high frequency actions. Also we have setup low
pass filters to punish low frequency of some of the system
outputs.

SIMULATIONS

In this section simulation results for the obtained controllers
are presented. The controllers are implemented in MAT-
LAB and are tested on the full complexity FAST model of
the reference wind turbine [?]. Kaimal model is used as
the turbulence model and in order to stay in the above rated
region, category C of the IEC turbulence categories with
18m/s mean wind speed is used.

CONCLUSIONS

The final controller is implemented on a FAST simulation
model with 10 degrees of freedom and simulation with
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stochastic wind speed based on IEC standard is done. The
results show good regulation of generated power and rota-
tional speed for a big range of wind speed changes.
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INTRODUCTION 

Offshore wind application demands lightweight, highly 

efficient and reliable generators. Ironless AFPMSG has the 

advantages of low iron loss, and possibility of being 

integrated into turbine for a low top head mass.  

This research investigates the performance of the ironless 

AFPMSG featuring with 

 Double side rotor inner stator topology 

 Multi-phase Overlapping concentrate winding 

 Multi-section stator 

 Halbach PM array rotor 

 Multi-stage machine 

SPECIFICATION AND SIZING 

TABLE I: Machine specification 

 

This machine is sized with 

  
 

    
       

  

    

 

 
                

  

Active mass and copper loss are used as comparison 

criteria. 

COMPARATIVE STUDY 

One of the results is found bellow, and more will be given 

in the final paper. 

 

Figure 1: Active mass vs. phase number and external diameter. 

VALIDATION OF THE METHOD 

Finite element analysis is used to validate the method used. 

 

Figure 2: Axial flux distribution along one pole pair 

CONCLUSIONS 

Some of the conclusions: 

 The favorable machine is with single stage, larger 

diameter,higher pole numbers and 4 section stator 

 The analytical method developed can be used for 

performance investigation 

REFERENCES 
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INTRODUCTION 
An integrated approach to identify, over large areas (that is 
land areas of order of 100’000km2), sites that are suitable 
for the development of wind farms has been developed at 
ETH Zurich. Geo-spatially referenced data, within the 
framework of a Geographic Information System, are used 
to identify sites that are suitable, based on geographical, 
technical, anthropological and regulatory constraints. For 
the identified sites, the best-suited wind turbine technology 
is determined, and the wind farms’ annual energy yield is 
then predicted; thus the economic benefits and risks of 
developing the wind farms can be assessed. Iowa, the 
second largest wind energy market in the United States, is 
used as a test case to demonstrate this integrated approach.    

APPROACH 
The rapid paradigm shift in energy policies of countries 
has resulted in a rapid growth (22% in 2010) of the wind 
industry. Policy makers and investors are thus focused on 
accurately estimating the economic wind energy potential 
across a portfolio of wind projects, in order to maximize 
generation and delivery wind-generated electricity to 
consumers at competitive prices.   

Figure 1: Comparison of Eligible Area and Reference Project.  
The task of identifying economically viable wind farms is 
both challenging and time consuming. This task is further 
complicated by the involvement of several parties, whose 
goals and interests are usually not aligned. Thus, it is of 
interest to have an integrated approach, within which the 
geographical suitability of land (for example, avoiding 
water bodies, steep lands, urban areas etc.), the 
environmental impact (related to aviation, noise, visibility 
etc.), the availability of grid interconnection, the cost of 

wind-generated electricity, amongst a number of inputs can 
be simultaneously assessed [1]. Furthermore, as there are 
uncertainties in the wind resource and the turbines’ 
response, an assessment of the performance risk is of 
particular interest to investors. In the present work, error 
propagation method, using parameterized Monte Carlo 
simulations, is used to assess the performance risk [2].  

RESULTS 
The integrated approach is applied to Iowa. Analysis 
shows that 41% of Iowa’s land area is eligible for the siting 
of wind farms; the remaining land area is either protected, 
inaccessible or restricted land. Iowa is found to have an 
average capacity factor of 34%. Areas with high capacity 
factors are found in northern and western Iowa, but 
development of these areas is constrained by limited grid 
interconnection. Overall, Iowa has an estimated annual 
energy yield of 914TWh, to which the uncertainty in the 
wind speed is largest source of performance risk. 

Figure 2: Predicted Capacity Factor, Iowa (Area 145’743km2) 
CONCLUSIONS 

An integrated approach to identify, over large areas, sites 
that are suitable for the development of wind farms, has 
been developed. This approach is demonstrated using Iowa 
as a test case. It is shown that with this approach, the task 
of identifying economically viable wind farms 

REFERENCES 
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INTRODUCTION 

Wind energy extraction is the most mature technique 

amongst the three offshore renewable energy options of 

wave, wind, and tidal current. In the offshore context, the 

majority of projects in the last few years, including all the 

UK Crown Estate Rounds 1 and 2 wind farm sites [1], 

were in shallow waters (up to 35m) and utilized structures 

fixed to the seabed. Whilst the UK has many more 

potential sites in shallow waters, some other countries only 

have much deeper water available for development.  

Currently, increasing efforts are being made to develop 

technologies for deeper waters, exceeding 40-50 meters 

depth, using floating wind turbines, as initially proposed 

by Heronemus [2] in the 1970s. Ultimately, floating wind 

turbines could be deployed further offshore in deep water 

where wind speeds are higher, hence increasing the power 

output. The oil and gas industry has proven that the 

technical challenges can be overcome, meaning that the 

challenge will primarily be economic one.  

CONCEPT SCREENING 

A wide variety of floating wind turbine concepts were 

assessed in terms of relevant criteria.  

These included motion (static heel angle, heave etc), costs 

of the wind turbine, floater and mooring system and 

anchors. Costs were divided into contributions from 

material, fabrication, installation, maintenance and 

decommissioning.   

Different concepts were then compared by giving 

appropriately weighted scores to each of the assessment 

criteria. 

DESIGN SIZING 

As a result of design screening, one particular concept was 

selected. A sizing or scaling study was then carried out to 

investigate how design parameters change as the concept 

increases in size.  This was primarily based on the 

functional requirements and static loading conditions 

(wind loading, weight, buoyancy & mooring tension). The 

main criteria of the sizing are hydro-static stability and 

natural frequencies. 

REFERENCES 
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Offshore Winds”, 8th Annual Conference and Exposition 

Marine Technology Society, Washington D.C., 1972.  

P3.06 195

7th EAWE PhD Seminar on Wind Energy in Europe



Offshore Wind Capacity of the North Sea and the Promising 

Floating Wind Turbines 

Onur Tunccan 

Industrial Ph.D. Student 

Hauschildt Marine A/S in cooperation with Aalborg University 

Department of Civil Engineering 

Sohngårdsholmsvej 57, Room: C-113 

9000 Aalborg, Denmark 

E-mail: ot@civil.aau.dk 

 

ABSTRACT 

The last two decades have witnessed innovative 

development and advancements in the offshore wind 

turbine technology, commencing with shallow water 

bottom fixed structures to floating wind turbine concepts in 

deep waters where there is vast amounts of wind to be 

harvested. Today, there are constant research and 

development activities worldwide, applying new designs 

and technologies for floating wind turbines in different 

stages of progress. The feasibility to deploy a floating wind 

turbine shall be based on the wind energy potential of the 

area of deployment and economical competitiveness. This 

paper, engaged in reviewing practice, presents research 

study for assessment of the offshore wind energy potential 

in the North Sea and a comprehensive review of the latest 

floating wind turbine concepts and designs developed in 

the industry. Availability of the highest amount of offshore 

wind energy to be absorbed by floating wind turbines with 

limitations are conducted throughout the North Sea region 

in order to identify importance of investment and progress. 

These findings are based on relevant literature, assessment 

data and up to date research. Besides, the major trends and 

developments of floating wind turbine technology in 

Europe are given, describing the state of the art in the field. 

A detailed assessment of existing prototypes and projects 

under development are reviewed including size and 

location. A preliminary overview of environmental 

considerations related to floating wind turbines is also 

provided. 
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INTRODUCTION 
According to the European Wind Energy Association 
(EWEA) the wind resource around Europe’s coasts is 
enough to supply Europe’s electrical demand seven times 
over. The UK has potentially the largest offshore wind 
resource in Europe, with relatively shallow waters and 
strong winds extending far into the North Sea. The current 
trend in wind turbine (WT) development is for larger, more 
complex machines located in increasingly remote and 
hostile offshore locations. In these environments not only 
is the installation more difficult and expensive but access 
to the wind farms for maintenance purposes is also limited. 
The aim of this research is to develop automatic on-line 
WT monitoring and fault diagnostic procedures to improve 
offshore wind farm maintainability and availability, key 
features for their successful operation. Ultimately, results 
from this research should improve the cost-effectiveness of 
offshore wind farms. 

OFFSHORE WIND O&M CHALLENGES 
Offshore wind energy is expected to be a major contributor 
towards the UK Government's 2020 renewable generation 
target, aimed to improve energy security and reduce carbon 
emissions. The harsh offshore operating environment 
presents WT operation and maintenance challenges, whose 
costs are estimated to account for up to 30% of the total 
cost of energy, of which around 70% is due to unplanned 
maintenance [1]. These costs are too high for economically 
viable offshore projects. Significant savings can be made 
by moving to cost-effective, predictive, and proactive 
maintenance through use of reliable condition monitoring 
(CMS) and supervisory control and data acquisition 
(SCADA) systems. Increasingly installed in WTs, CMSs 
provide diagnostic information on the component health 
and alert the operator to trends that may be developing into 
failures. This helps to schedule maintenance tasks prior to 
complete component failure, which causes unplanned 
outages, downtime and lost revenue. Commercially 
available CMSs mainly use technologies initially 
developed for other industries, which can give frequent 

false alarms and require time consuming and costly manual 
data interpretation by expert engineers. 

CONDITION MONITORING TEST RIG 
Reliability surveys show that the lack of availability in 
WTs is concentrated in the drive train, with gearboxes and 
generators causing large downtimes and high costs [2]. A 
test rig, with features similar to operational WT drive 
trains, is used for the experimental investigation of 
electrical and mechanical faults. The rig consists of a 4-
pole, 30 kW wound rotor induction generator driven 
through a 5:1 gearbox by a 54 kW DC motor. It is 
equipped with a torque transducer, two proximeters, two 
accelerometers and two tachometers. SKF WindCon, a 
commercial CMS, has been configured to record and 
process the sensor signals. This research aims to 
incorporate into WindCon an iterative localised discrete 
Fourier transform (IDFTlocal) algorithm for fault-related 
frequency detection [3], focusing on three fault conditions 
applied to the test rig: rotor electrical asymmetry, high 
speed shaft mass unbalance, and gear tooth failure.  

CONCLUSIONS 
The incorporation of the IDFTlocal algorithm into a 
commercial CMS would result in an increasing degree of 
automation in the analysis of non-stationary, variable 
speed and load signals generated by WTs, reducing the 
man-power costs and eliminating the need for post-
processing of WT CM signals.  

REFERENCES 
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Turbine Electrical & Electronic Components. EPE Journal, 
20(4):45-50, 2010. 
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INTRODUCTION

Fluctuating power in a wind turbine (WT) results in cyclic
thermal loading on the generator and converter. The semi-
conductor components (diodes and Insulated Gate Bipolar
Transistors (IGBTs)) used in the back-to-back converter will
suffer accelerated aging effects. These effects will have
consequences for both reliability and lifetime of the con-
verter. An accurate thermal model is required in order to
improve reliability prediction and allow insight into likely
failure modes. Methods for mitigating the effects of thermal
cycling, such as advanced cooling techniques or by control
of losses during operation will be investigated.

BACKGROUND

Wind power is set to play a crucial role in allowing govern-
ment targets on reduction of carbon emissions to be met.
The result will be an increased number of installed tur-
bines both onshore and offshore. The remoteness of these
wind farms, particularly those at offshore locations at which
maintenance is costly, places an increased significance on
reliability. Conventional steam turbogenerator units can out-
last WTs by as much as 20 years: given the considerable
research effort in the area of wind generation over the past
20 years this is a significant concern. A key distinguish-
ing feature between the two operating environments is the
fluctuating load developed by the stochastic nature of the
wind. An understanding of the reliability implications of
this stochastic mode of operation is crucial to allowing ac-
curate prediction of turbine availability and lifetime energy
yield. These turbine characteristics, of course, contribute to
the cost of energy to the end user and thus the viability of
wind generation of electricity.

The electrical subsystems (generator, converter and grid
connection) have been identified as significant contributors
to turbine failure rates and whilst reliability is improving
failure rates for large WT generators especially in early life
are still high [1]. It is hoped that a control strategy or design
adaptation may be developed that will improve resistance to
failure mechanisms of thermal origin within these systems.

METHOD

An electrothermal model of a large wind turbine is needed to
allow us to understand the effect the varying wind has on the

key electrical systems in the turbine. Reliability of converter
and generator will, in part, be determined by the cycling of
heat that arises due to varying electrical losses. In the case of
a Doubly Fed Induction Generator (DFIG) the magnitude of
this thermal cycling has been shown to be greater in the IG-
BTs that comprise the machine side converter than in those
within the grid side converter. This problem may be used as
a vessel to carry out research and to develop knowledge that
may be applied to other topologies.

An electrothermal model of a 2.3 MW DFIG turbine has
beed developed using MATLAB-SIMULINK to model the
control of the WT and PLECS to model the electrical sys-
tem. Loss data is extracted with a view to understanding
the effects of thermal cycling on semiconductor aging in the
converter.

REFERENCES
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1 INTRODUCTION 

Due to economic and organizational aspects, the majority 
of turbines, such as offshore projects like Baltic I, are 
organized in parks. Thus, the mutual interaction resulting 
from the wake is omnipresent. The estimation of this 
interaction and the consequences for the wind turbines 
performance is very complex. Therefore simplified 
engineering models are being developed according to 
Thomsen, [1], and Frandsen, [2]. Here we test two 
engineering approaches for estimating the loading and 
eventually the loads of an offshore multi-MW wind 
turbine.   

2 METHODS 

Two approaches are used for aero-elastic simulations of 
the inflow wind conditions according to the measurements 
at the offshore test field alpha ventus. Namely the effective 
turbulence, which is recommended in the standard for wind 
turbine design IEC61400-1, [3], and the dynamic wake 
meandering model (DWM from Risø), according to Larsen 
[4]. In the IEC approach the inflow environment of a wind 
turbine is divided into different wind direction sectors with 
corresponding effective turbulences according to the 
probability and the thrust of the upwind turbine. 

 For the DWM the large scale dynamics of the wake are 
prescribed based on measurements. These data come from 
the nacelle based lidars in alpha ventus where the inflow 
and wake conditions are monitored in the region near the 
rotor, mainly from -2 rotor diameters (D) until +2D. 

By use of numerical modal analysis tools, the inflow 
conditions and the resulting loads will be reproduced and 
compared to adjusted generic 5MW turbine models. 

3 EXPECTED RESULTS 

Detailed measurement data of flow conditions in front and 
behind the turbine is expected in a resolution, which never 
existed in this form before. Further improvements of the 

knowledge of wakes in wind farms, their evolution and the 
resulting loads for wind turbines are expected. The 
comparison with engineering models will lead to their 
additional validation and improvement and further load 
mitigation strategies.  

4 CONCLUSIONS 

Mutual interaction is a significant contribution to wind 
turbines control and load characteristic. The new 
measurement campaign in alpha ventus will offer the 
possibility to an inter-connection of detailed flow and 
operational data and the resulting turbine load character-
istic. An improvement in the accuracy of the simulation 
tools is expected. An influence on wind farm layout and 
wind turbine and substructure design may be the 
consequent result. 
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INTRODUCTION 
Background: 

When analyzing and designing controllers, suitable simple 
models are required. In this context, the aerodynamic 
forces and moments are usually represented using 
aerodynamic coefficients. For individual blade control, 
both the in-plane root bending moment coefficient and the 
out-of-plane root bending moment coefficient are required 
but only the former is automatically provided by 
BLADED. It is possible to extract from BLADED the 
information from which the latter can be calculated but it is 
an extensive and time consuming process. It may be 
possible to determine the out-of- plane root bending 
moment coefficient from the in-plane root bending 
moment coefficient, the thrust coefficient and the blade 
geometry.    

Objectives:  

The objective is to determine a means of estimating the 
blade out-of-plane root bending moment coefficient from 
the in-plane root bending moment coefficient, the thrust 
coefficient and blade geometry information.   

 

 

 

 

 

 

 

 

 

 

 

 

 

Tasks:  

The program of work is the following. 

1. Using simplified models of the blade and rotor 
determine an approximate relationship between 
the blade out-of-plane root bending moment 
coefficient, the in-plane root bending moment 
coefficient and the thrust coefficient. 

2. From Bladed extract blade bending moment 
coefficients and the thrust coefficient. 

3. Validate the relationship determined in the task 1 
using the data from task 2.  
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INTRODUCTION 
In the work the technique of sliding meshes is applied for 
simulation of flow past wind turbines with pitched-
regulated blades. In the technique a structural and moving 
mesh is associated with the moving blades and a stationary 
mesh is associated with the ground, tower and nacelle. 
Between the two meshes, communications are achieved 
through the interfaces where one side is moving in relation 
to another side. The technique permits to treat the problem 
of bodies in relative motion in a simple way with a low 
computational cost. 

SLIDING MESH ALGORITHM 
The incompressible Navier-Stokes equations adapted for 
rotating frame of reference are used for computations in 
rotating domains of 
computational area. The 
exchange of data between 
relatively moving parts of a 
mesh is performed at 
interfaces, as shown at Figure 
1. Here rotational velocity 
speed and magnitude of the 
domains may vary from one 
part to another part of the area.  

Figure 1: Sliding mesh interfaces around rotating parts of 
a wind turbine: rotor and each blade. 

Interpolation and identification procedure 

In general case as some parts of the domain may move, the 
grids at the block boundaries may not match. Here the 
exchange of data at block boundaries is performed with use 
of virtual cells. Data in centers of the virtual cells must be 
interpolated with data in cells, belonging to adjacent block. 
In current work the overlapping cell face technique with 
identification approach described at Ref.1 is used. 

Future work 

In a future a detail analysis of the aerodynamic behavior of 
the blades, the nacelle and the tower as well as unsteady 
rotor aerodynamics including wake interaction will be 
performed. Parametrical study will be carried out to 
simulate and analyze various operating conditions of a 
wind turbine, such as yaw, pitch regulation and turbulent 
inflow. Furthermore, the use of various pitching controllers 
for power control will be investigated. The developed 
technique will provide the basis for evaluating a wind 
turbine design. 

CONCLUSIONS 
The sliding mesh technique has been formulated in a form 
adapted for current block structured flow solver 
ELLYPSIS3D. Governing equations in rotating frame of 
reference have been shown. The main steps of the sliding 
mesh algorithm have been described. 2D simple structure 
cases such as a rotating cylinder and pitching airfoil is 
considered as a preliminary step for simulation of a full 
wind turbine and is the subject of current research work. 
Generalized formulation of the sliding mesh technique 
allows applying it for 3D wind turbine shape identically to 
2D simple case. Parallelization algorithm, described in 
details in Ref. 1, will be adapted and implemented into the 
code enabling it to perform 3D computations. 
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INTRODUCTION 
A novel measurement approach [Kocer et al, 2011] has 
been developed to measure the flow field around full-scale 
wind turbines. The key enabler for this novel approach is 
the integration of fast response aerodynamic probe 
technology with miniaturized hardware & software for 
uninhabited aerial vehicles (UAV) that enable autonomous 
UAV operation. The measurements of the near wake of a 2 
MW wind turbine that is located in a topography of 
complex terrain and varied vegetation are reported here. 
The measurements are conducted to support the 
development of ETH Zurich’s advanced wind simulation 
tool [Jafari et al, 2011].  

MEASUREMENT  SYSTEM 
The unsteady, three-dimensional flowfield around the 

wind turbine is measured using the instrumented UAV 
shown in Fig. 3. This electric-powered, pusher-propeller-
driven UAV has a wingspan of 800 mm, an overall length 
of 750 mm and a take-off mass of 900 g.  

 

 
Figure 1: Instrumented UAV (wingspan, 800 mm) 
equipped with a seven-sensor fast response 
aerodynamic probe (diameter, 20 mm). 

The UAV is instrumented with a seven-sensor fast 
response probe (7S-FRAP) for measurements of the wind 
flow [Mansour et al, 2011]. The sensing elements of the 
7S-FRAP are miniature silicon piezo-resistive chips. These 
differential pressure sensors are embedded within a 20 mm 
hemispherical probe head; thus the 7S-FRAP yields 
measurements of the wind speed relative to the UAV. A 

GPS onboard the UAV yields the ground speed; therefore, 
the wind speed relative to the ground can be determined. 

RESULTS 
Vertical profiles of wind speed measured 

downstream of the wind turbine are shown in Fig. 2 [Kocer 
et al, 2011]. The profiles are at streamwise locations of x/D 
= 1, 1.5, 2, 2.5, and 3 and extend vertically from 60% to 
180% of the hub height (zhub). The horizontal error bars 
indicate the measurement uncertainty [Kocer et al, 2011]. 
The profiles show that after a 60% reduction in wind speed 
at x/D=1, the flow recovers to a deficit of 30% further 
downstream. 

 
Figure 2 Profiles of wind speed measured in the near 
wake of a full-scale wind turbine. 

CONCLUSIONS 
Detailed measurements in the near-wake of a full-scale 
wind turbine are made using an instrumented UAV. These 
data are used to support the development of ETH Zurich’s 
advanced wind simulation tool. 
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INTRODUCTION

Wind energy plays an important role for industry and
the research sector. Although a lot of effort was under-
taken during the last few years to characterize wind fields,
there is still more demand on understanding atmospheric
flows and turbulence. One focus in this area of research
is clarity about small-scale properties of atmospheric tur-
bulence. More knowledge about small-scale turbulence
could be beneficial for many applications - for instance,
the optimization of turbulence models for CFD [3]. In or-
der to study the nature of turbulence, more measurements
with highly-resolving anemometers are needed. The 2d
Laser-Cantilever-Anemometer (2d-LCA) was developed at
the University of Oldenburg in cooperation of the Fach-
hochschule Kiel with the intention to investigate turbulent
structures on a millimeter scale at very high temporal res-
olutions. It was designed in such a way that it can operate
in rough offshore environments for a long period of time.
It therefore shows considerable advantages to other highly-
resolving anemometers. Currently the 2d-LCA is undergo-
ing the last testing phase before it will be installed at a met
mast in the north sea (FINO3). First measurement results
can be expected in a few weeks.

MEASURING PRINCIPLE

The sensing element of the 2d-LCA is a tiny cantilever mea-
suring only 1.5mm in length and 0.4mm in width. It is at-
tached to the tip of the sensor (see figure 1) and is facing the
main flow direction. The acting drag force due to the mov-
ing medium changes its shape by linear elastic deformation.
For a straight-line inflow the cantilever simply bends like
a free-hanging and loaded beam structure, whereas oblique
flow causes additional twisting [1],[2]. This mechanism is
used to gain information about the flow. The deflection of
the cantilever is measured by use of the laser pointer princi-
ple. This principle is also used in atomic force microscopes.
Due to its two deflection modes, i.e. bending and twisting,
it is capable of measuring 2 velocity components simultane-
ously. The resonance frequency, which is the limit for the
temporal resolution is estimated to be above 30kHz. This
measuring principle was already successfully applied for a

laboratory version of the 2d-LCA, which is closely related
to the current offshore version.

Figure 1: 2D Laser-Cantilever-Anemometer for offshore use.

CHALLENGES

Current work is mainly focussed on further development
of the cantilever. Although the sensor works fine with the
present setup, its performance can be improved by optimiz-
ing the surface and the shape of the cantilever. The main
challenges in doing so is to refine the manufacturing steps.
The shape of the cantilever plays a key role for the sensitiv-
ity of the sensor whereas a smooth surface is essential for
the usage of the laser pointer principle.
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ABSTRACT 
Pressure measurements on the surface of a 1:230 scale 
model of Bolund Island are presented. The model is 
smooth and no boundary layer generation has been 
considered since the experiment is designed as the simplest 
possible reference case. Measurement have been taken for 
a range of Reynolds numbers based on the average 
undisturbed wind speed U∞ [5-25 m/s] and the maximum 
height of the island, hmax [Remin ≈ 16500, Remax ≈ 260000], 
as well as for a range of wind directions. 

The scaled model has been obtained by numerical tooling 
from the same CAD file used by numerical modellers. 

Three minutes time series of pressure in more than 400 
points have been acquired and analysed to obtain the 
spatial distribution of both the time average and the 
variance of the pressure signal. The horizontal extension of 
the detachment bubble for the different Reynolds numbers 
and wind directions is identified by isobars and curves of 
constant value of pressure variance. 

The applicability of this technique for evaluating the 
horizontal topology of high turbulence regions associated 
to detachment bubbles after escarpments in potential wind 
farm sites is analysed. 

This experiment is part of the set of different analysis on 
the Bolund test case that is being undertaken within 
WAUDIT project by the different scientific groups. The 
main objective is to validate the capability of 
computational techniques to predict the flow topology on 
the island, using wind tunnel results and real field 
measurements and also to explore the validity of wind 
tunnels to predict certain characteristics of the real flow 
topology. 

 
Figure 1: Model of the Bolund Island for wind tunnel testing 
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INTRODUCTION 
The accurate modeling of the wind resource over complex 
terrain is required to optimize the micrositing of wind 
turbines. In this paper, an immersed boundary method that 
is used in connection with a Reynolds-Averaged Navier-
Stokes solver with k-ω turbulence model is presented. 

IMMERSED BOUNDARY METHOD  
In this study, an immersed boundary method is used in 
connection with a RANS solver in order to simulate the 
different directions of a wind rose over any arbitrary 
topography using a single Cartesian grid. The method does 
not incur significant additional costs and changes in 
surface geometry, only require modification of the 
orientation of the topography. The method is described in 
more detail in [1]. 

RESULTS 

To assess the performance, the method was applied to the 
moderate terrain test case, Askervein Hill and the complex 
terrain test case Bolund Hill. Figure 1 shows the results 
along line AA-AA over the Askervein Hill compared to the 
experiment [2].  

Figure 1: Speed-up along AA-AA over Askervein Hill 

One Cartesian grid is used to simulate the flow over 
Bolund Hill for three different wind directions. Figure 2 
shows the predicted normalized wind speed at 5 m above 
ground compared to experiment [3]. The results show that 
on the single Cartesian grid, variations in wind speed are 
captured for all the three directions with acceptable 
accuracy. 

 

Figure 2: Wind speed over Bolund Hill for three different wind 
directions 

CONCLUSIONS 
The developed immersed boundary method is used to 
simulate the flow over Askervein Hill and Bolund Hill. 
The general good agreement observed between the 
predicted speed-up over the hill and experiments. 
Furthermore, results obtained with single grid for various 
wind direction demonstrates the relevance of the method to 
wind energy applications, since the same Cartesian grid, 
which is easily generated, can be used to produce results 
for different wind directions of a wind rose. 
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ABSTRACT 

A windscanner is a system comprising three spatially 

separated wind lidar systems each with a fully-steerable 

scanner head (Figure 1). By steering the three beams to 

meet at a point, the 3D flow vector can be measured by 

combining these three independent radial wind speeds.  

 

Figure 1: The long-range windscanner – the single device. 

Since measurements are performed within a volume and 

not just at a point it is essential to identify and characterize 

all the central effects arising from the volumetric sampling. 

The investigation of these effects will be carried out by 

comparing the windscanner and sonic anemometer 

measurements at Risø’s test site Høvsøre (Figure 2).  

 

Figure 2: The row of wind turbines at the Høvsøre test site with 
the tall met. mast in the front. 

Prior the testing, a preparation for this campaign will be 

performed using the windscanner simulator [1].  Since the 

simulator has a model of the lidar weighting function it is 

possible to simulate the measurement process. In relation 

to it positioning of the windscanner (Figure 3) will be 

studied using a detailed sketch of the test site (location of 

the masts and instruments).  

 

Figure 3: The windscanner – the complete system. 

Based on the optimized positions of the windscanner 

angles for the scanner heads will be exported, therefore the 

testing prepared. After the testing, the measurements will 

be compared with the simulated results. This will give an 

insight how the modeled windscanner measurement 

process agrees with reality.  
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INTRODUCTION 

The regional atmospheric model RAMS has been 
developed for meteorological purpose. It solves the 
unsteady dynamical equations governing the atmospheric
physics from the synoptic scale down to mesoscale and 
microscales. Its last evolution includes
pollutant dispersion as far as an elaborate 
of cloud physics. 

The aim of this study is to use it as a tool for wind farm 
sitting and focus on the microscale physics of the so called 
atmospheric boundary layer. A special attention will be 
devoted to the interaction between the topography and the 
induced turbulence. A clear assessment of the turbulent 
scheme will be detailed and its limitations and 
improvement will be discussed. 

TURBULENCE CLOSURE IN RAMS

The usual low resolution turbulence models
Yamada) is often applied blindly at higher resolution
does not fit to microscale turbulence characteristics
Two equation turbulence model E-epsilon and one 
equation E-l has been implemented this last decade
This last development enables the use of very high grid 
resolution (order of meters) and models very precisely 
flow dispersion in complex area such as urban canopy
In the continuity of this work, an E-ω scheme has been 
implemented and evaluated. 

Figure 1: 2D hill turbulent kinetic energy production

turbulence closure scheme of the mesoscale mode
S for high resolution wind resource assessment
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The regional atmospheric model RAMS has been 
developed for meteorological purpose. It solves the 

tions governing the atmospheric 
physics from the synoptic scale down to mesoscale and 

Its last evolution includes particle and 
pollutant dispersion as far as an elaborate parameterization 

a tool for wind farm 
sitting and focus on the microscale physics of the so called 
atmospheric boundary layer. A special attention will be 
devoted to the interaction between the topography and the 
induced turbulence. A clear assessment of the turbulent 

eme will be detailed and its limitations and 

RAMS 

The usual low resolution turbulence models (Mellor-
ed blindly at higher resolution that 

does not fit to microscale turbulence characteristics [2]. 
epsilon and one 
s last decade [3].  

use of very high grid 
models very precisely 

dispersion in complex area such as urban canopy [4]. 
scheme has been 

 

2D hill turbulent kinetic energy production. 

HIGH RESOLUTION CONF

A simplification of the model h
evaluate the new turbulent implementation. A neutral
stratified flow has been initialized
than 1 second with a grid scale of 
comparison with wind tunnel exp

CONCLUSION

The effort that have been deployed to “tune” this mesocale 
model in order to solve turbulence on sm
asset in modeling wind speed and turbulent kinetic energy 
for wind sitting purpose.  

The advantages of using this model are
description of the thermodynamic equations and the study 
of interaction between mechanically forced 
stable, unstable or neutral conditions.
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HIGH RESOLUTION CONFIGURATION 

A simplification of the model has been processed to 
new turbulent implementation. A neutral 

initialized, the time scale is less 
grid scale of few meters. A 

comparison with wind tunnel experiments is intended. 

ONCLUSIONS 

The effort that have been deployed to “tune” this mesocale 
in order to solve turbulence on smaller scale is an 

ling wind speed and turbulent kinetic energy 

advantages of using this model are a complete 
description of the thermodynamic equations and the study 

on between mechanically forced winds over 
unstable or neutral conditions. 
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INTRODUCTION 
The rapid increase in installed capacity of wind power has 
led to the need for more advanced methods for wind speed 
prediction. When trying to predict the state of the 
atmosphere in the future there are two main problems; the 
first is that there is uncertainty in the initial conditions, and 
the second is that the equations that govern the flow of the 
atmosphere cannot be fully solved. Traditional 
deterministic forecasting methods are unable to account for 
these uncertainties. Ensemble forecasting techniques 
provide a means for estimating these uncertainties, by 
perturbing the initial conditions and altering the physics 
used in the numerical weather prediction models it is 
possible to understand the influence of the initial 
conditions and physics on the predicted state of the 
atmosphere.  

DEVELOPMENT OF AN ENSEMBLE PREDICTION SYSTEM 
An ensemble prediction system (EPS) has been developed 
for the prediction of wind speeds over the Iberian 
peninsula. The model has a coarse outer domain with a 
resolution of 30km which covers the North Atlantic 
Region with a 2 way nested inner domain with 10km 
resolution centred over the Iberian Peninsula (Fig. 1). The 
EPS is composed of 10 members, which have been 
generated using 2 different initial conditions, and 5 
different physics configurations of the WRF model. The 
design of the EPS has been based on a previous EPS by 
Santos [1] using the MM5 model, a predecessor of the 
WRF model.  

Case Study: September 2006. 
The EPS has been run for a period of one month, and the 
output from the model has been validated against the MM5 
based EPS. The model output has also been validated 
against 6h mean wind speed observations at 10m height, 
collected at 72 sites across the Iberian Peninsula. 
Over this one month period it can be seen that the WRF 
based EPS outperforms the MM5 based EPS. It can also be 
seen that there are clear benefits to using a probabilistic 

approach to wind speed forecasting. The ensemble mean 
has substantially smaller errors than the individual 
ensemble members, and the growth of model error with 
time is significantly slower. In addition to this it is possible 
for the EPS to provide further information about 
uncertainty in the weather forecast which is crucial when 
attempting to predict power output.  
 

 
Figure 1: WRF model domains 
 

CONCLUSIONS 
The case study shows that the WRF based EPS has a 
greater degree of skill in predicting wind speeds compared 
to the MM5 based EPS. This higher level of skill can be 
attributed to the improved dynamics and physics of the 
WRF model. The study demonstrates the possibility for 
EPS to make a significant contribution in predicting wind 
power outputs. 
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INTRODUCTION 

The limited knowledge about the marine atmospheric 

boundary layer is still a difficulty for the efficient use of 

offshore wind power. The wind conditions in the marine 

boundary layer strongly deviate from onshore conditions 

due to a different thermal stratification, turbulence 

intensity and surface roughness, whereby the latter two are 

strongly affected by the wave field. In general, a stable 

stratification with weak turbulence, but usually large 

vertical wind shear, occurs more often in the marine 

boundary layer in the North Sea region, which has to be 

considered in the design of offshore wind farms. 

MODEL SET-UP 

The goal of this work is the evaluation and improvement of 

the planetary boundary layer (PBL) parameterizations in a 

mesoscale model. The Weather Research and Forecasting 

(WRF) model has been designed for operational and 

research use covering a broad range of scales. Its 

dynamical solver integrates the fully compressible, 

nonhydrostatic Euler equations in flux-form [1].  

Figure 1: Grid configuration of the WRF simulations. 

The input and boundary conditions for the runs are 

provided by the ECMWF. For the reference simulations 

three two-way nested domains are used (see Fig.1). Their 

horizontal mesh size is taken to be 27, 9 and 3 km, 

respectively. The innermost domain covers the German 

North Sea coast with the offshore met tower FINO-1 near 

the German test site Alpha Ventus.  

RESULTS AND FUTURE PLANS 

First sensitivity tests with varying planetary boundary layer 

schemes and different input data sets have been conducted 

for the period 6 to 11 May 2008. The results from these 

simulations are compared against data from soundings and 

weather stations. Statistical error measures reveal that the 

choice of the PBL scheme has a high impact on the quality 

of the simulations.  

Later, the model simulations will be validated with 

observations from the offshore met-mast FINO-1 and 

measurements from a campaign with a helicopter-borne 

probe, called HELIPOD, in the North Sea Region 

(including measurements over land, coast and the open 

sea). The structure of the boundary layer will be 

investigated for different cases of thermal stratification 

over a longer time period. Beside the offshore boundary 

layer a main focus will be on the atmospheric conditions at 

land-sea discontinuities.  Large-eddy simulations, which 

are able to resolve turbulent processes explicitly, are 

expected to provide a deep insight into the turbulent 

structure of the marine boundary layer and are another tool 

for the evaluation of the quality of parameterizations of 

turbulent processes in a mesoscale model, thus. 

CONCLUSIONS 

The results of this work will help to improve the 

representation of the offshore boundary layer in a 

mesoscale model.  To enhance the knowledge of the 

structure of the boundary layer over sea data from various 

observations and simulations will be combined and 

analyzed.  
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1 INTRODUCTION 

The performance of a wind turbine is highly dependent on 

the design of the rotor. Both aerodynamic and structural 

performances of wind blades show great influence on wind 

turbine system service life. Based on the Blade Element 

Momentum (BEM) theory and Finite Element Method 

(FEM), a 10KW fixed-pitch variable-speed wind turbine 

blade with five different thicknesses of aerofoil shapes 

along the span of the blade is designed, and deflections and 

strain distributions of the blade under extreme wind 

conditions are numerically predicted. The results indicate 

that the tip clearance is sufficient to avoid collision with 

the tower, and the behavior of the blade material is linear 

and safe. 

2 BLADE DESIGN 

2.1 Rotor Diameter and Material 

Assuming a rotor efficiency of 40% and a total 

efficiency of 33.8%, a diameter of 5m is selected for the 

10KW wind turbine. And the material of the blade is resin-

reinforced fiber glass due to easy local availability. 

2.2 Blade Aerofoil Shape 

The basic aerofoil (from 30% to 90% radius sections) 

selected in this wind turbine blade is DU93-W-210. The 

aerofoil shapes at other stations are also derived from the 

DU series by changing the thickness. The transition 

between sections is obtained by linear interpolation.  

2.3 Blade Chord and Twist 

The optimal chords and twists are designed to a specific 

condition. The design tip speed of this 10KW wind turbine 

is set to 68m/s. The rated wind speed is 8.5m/s and the 

design tip speed ratio is 8. 

2.4 Power, torque and thrust coefficients 

Following an optimal blade geometry design at the 

specific tip speed ratio, the power, torque, and thrust 

coefficients for the whole range of tip speed ratios are 

analysed and predicted based on the BEM theory. 

3 FINITE ELEMENT MODELING 

A finite element blade shell model was developed based 

on CATIA and ABAQUS, and a composite material 

laminate schedule was presented. The blade was designed 

to survive an extreme wind speed of 60 m/s with the wind 

turbine was not in operation. The results indicate that the tip 

clearance is sufficient to avoid collision with the tower, and 

the blade material is still linear and safe.  

4 CONCLUSIONS 

A 5m composite blade of mixed aerofoil for a 10KW 

horizontal fixed-pitch variable-speed turbine was designed 

based on the BEM theory, and it is numerically validated 

that the design is positive and effective based on FEM. 
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INTRODUCTION 
This paper presents the design and analysis of the 
structural components of a 10 MW wind turbine blade.  
The process for designing a blade of this size requires the 
use of glass and carbon fiber composite materials to 
achieve a structurally stiff blade while maintaining a low 
weight.   

STRUCTURAL DESIGN 
The structure of the blade is shown in Figure 1 and consists 
of 3 main components: airfoil skin, spar cap, and shear 
web.  As described in [1], components typically consist of 
a combination of glass fiber composite and foam core 
materials, with carbon fiber in the spar cap region in some 
cases.  Ply thicknesses and properties were taken and 
oriented with 0o and + 45o angles (where 0o points along 
the pitching axis) to be consistent with [2].  Optimization 
of number of composite layers and location was performed 
to minimize total blade weight for the 50 year wind gust, 
the assumed worst-case load scenario.   

 
Figure 1: Structural components of turbine blade 

SIMULATION 
A 3D model of the 68m blade described in [2] was created 
with IEC load cases applied and submitted for finite 
element analysis using ABAQUS software to validate the 
results presented in the same paper. Blade weight and 
flapwise tip deflection were compared with [2].  
Furthermore, buckling and dynamic load cases were 

studied to provide additional insight of the structural 
capability of the blade. 

The aerodynamic forces subject to the blade from the 
various IEC load conditions were determined by BEM 
theory and applied as point forces on the nodes of the shell 
elements in the ABAQUS model.  A total of 5 simulations 
were performed with nonlinear geometry effects included. 

1. Extreme operating gust at cut-out wind speed: 
Quasi-static load. 

2. Extreme operating gust at cut-out wind speed: 
Dynamic (gust) load as defined in [3]. 

3. Extreme wind speed in parked conditions: Quasi-
static load. 

4. Extreme wind speed in parked conditions: 
Dynamic (gust) load as defined in [3]. 

5. Buckling analysis. 

Large wind turbine blades are subject to many possible 
failure modes though the two of focus in this study were 
(1) that all resulting nodal strains stay below their 
respective material failure strains, and (2) the maximum 
blade tip deflection must not violate the required minimum 
distance from the blade tip to the tower.  A violation of 
either of these conditions was considered a failure, upon 
which material was added to the blade and the study was 
rerun until the failure criterion failed to occur. 

CONCLUSIONS 
Simulations are currently ongoing.  Final conclusions for 
this study are therefore not yet available. 
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